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25™ Conference of the International Linear Algebra Society (ILAS 2023)

INTRODUCTION

Linear Algebra and Matrix Analysis are long established mathematical disciplines that play
a fundamental role in modern applications. Matrices and Hypermatrices appear everywhere
in data analysis, quantum computing, networks, and scientific computing. In addition, many
fundamental mathematical problems are still open in these disciplines and many more arise
every year.

In this scenario, the International_Linear Algebra Society (ILAS) is a global professional
organization solely dedicated to scientists, professionals and educators interested in Linear
Algebra and its Applications.

Among many other activities, ILAS organizes conferences that, since 1989, have taken place
over North America, Europe, Asia and South America. These conferences feature high
profile speakers (including prize winners) that present the latest developments in Linear
Algebra research along with its wide range of applications. These conferences provide an
opportunity for linear algebraists all over the world to present their work and to interact
with members of the community.

Local Organizing Committee

Luis Miguel Anguas (Saint Louis University)

Roberto Canogar (Universidad Nacional de Educacion a Distancia)
Fernando De Teran (Universidad Carlos Il de Madrid, Chair)
Froilan M. Dopico (Universidad Carlos Il de Madrid)

Ana M. Luzén (Universidad Politécnica de Madrid)

Ana Marco (Universidad de Alcald)

José Javier Martinez (Universidad de Alcald)

Manuel A. Morén (Universidad Complutense de Madrid)

Raquel Viaina (Universidad de Alcald)

Scientific Committee

Raymond H. Chan (City University of Hong Kong)

Fernando De Teran (Universidad Carlos Il de Madrid, Chair)
Gianna Del Corso (Universita di Pisa)

Shaun Fallat (University of Regina)

Heike Fassbender (Technische Universitat Braunschweig)
Elias Jarlebring (KTH Stockholm)

Linda Patton (Cal Poly University)

Jennifer Pestana (University of Strathclyde)

Joao Queiré (Universidade de Coimbra)

Naomi Shaked-Monderer (Max Stern Yezreel Valley College)
Zdenek Strakos (Charles University)

Daniel Szyld (Temple University, ILAS President)

Raf Vandebril (KU Leuven, ILAS Vice-President for conferences)
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Proceedings

LAA is proud to announce a special issue on the occasion of the 25th Conference of the
International Linear Algebra Society (ILAS 2023). Papers corresponding to talks given at the
conference should be submitted by December 1st 2023 via the Elsevier Editorial System.
Special editors for this ILAS 2023 issue are:

Erin Carson (Charles University)

Fernando De Teran (Universidad Carlos Il de Madrid)

Vanni Noferini (Aalto University)

Jodo Queird (Universidade de Coimbra)

Volker Mehrmann (TU Berlin) is the responsible Editor-in-Chief of LAA for this special issue.

Sponsors

We would like to thank the following organizations for their direct or indirect support of the
Conference:

— ILAS sponsors the conference and provides support for reception cocktail and the
overall budget. It also sponsors the Hans Schneider Prize (Nicholas J. Higham), the ILAS
Taussky-Todd Prize (Stefan Guttel), and the ILAS Richard A. Brualdi Early Career Prize
(Michael Tait).

— Elsevier has provided 5 grants for students’ expenses and another 5 grants for Early
Career speakers.

- SIAM sponsors the SIAG/LA speaker (Elias Jarlebring).

- Taylor & Francis supports the LAMA lecturer (Vanni Noferini).

- Universidad Complutense de Madrid provides housing at the students’ dormitories.

— Universidad Nacional de Educacién a Distancia (UNED).

— Universidad de Alcala.

— Departamento de Fisica y Matematicas de la Universidad de Alcala.

- Sociedad Espafola de Matematica Aplicada (SeMA).

— Departamento de Mateméticas de la Escuela de Montes, Forestales y del Medio Natural
de la Universidad Politécnica de Madrid.

— Saint Louis University.

— Universidad Carlos Il de Madrid.

- Ayuntamiento de Madrid, through the Madrid Convention Bureau, provides support for
the congress visit.

- Comunidad Auténoma de Madrid provides the congress kit (bag, pen, notebook, fan,
and brochures) and support for the congress visit.
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GENERAL INFORMATION

Instructions and suggestions for speakers

All talks are 20 minutes long plus 5 minutes for questions and another 5 minutes for
allowing attendees to move from one room to another.

There is a computer with a projector in each room for your presentation.

All rooms are equipped with white or blackboards.

It is always a good idea to load your presentation in PDF format on a USB stick.

Instructions for chairs

The chair of the session is responsible for the session to run smoothly.

The organizers of the minisymposia (or those they delegate on) are expected to chair
their sessions.

The chairs are encouraged to be in the room early enough to check that all the speakers
are present, that all video equipment is working as expected, and that all the speakers’
presentations are ready.

Please signal the speaker once the 20 minutes are almost over to allow some minutes
for questions.

If a speaker does not show up, please do not reschedule the other lectures in the
session.

Welcome cocktail

There will be a reception cocktail on Monday, at 7pm, right after the end of the lectures. It
will be held at the venue. All attendees (and accompanying persons) are welcome to the
cocktail, which is included in the registration fee.

Lunches

As it is customary in ILAS Conferences, lunches are not included in the registration fee,
and attendees are expected to get it on their own. Besides the canteen of the Escuela de
Forestales, there are several lunch options near the conference venue.

Canteens:

Canteen of the Faculty of Biological and Geological Sciences (Facultad de Ciencias
Bioldgicas y Geoldgicas) of UCM. 3" by foot from the venue.

Canteen of the Centro de investigaciones biolégicas Margarita Salas (CSIC). 5" by foot
from the venue.

Canteen of the faculty of pharmacy (Facultad de Farmacia) of UCM. 7" by foot from the
venue.

Canteen of the faculty of medicine (Facultad de Medicina) of UCM. 11" by foot from the
venue.

Canteen of the faculty of journalism (Facultad de Ciencias de la Informacién) of the
UCM. 10’ by foot from the venue.

Madrid, Spain, 12-16 June 2023 7
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— Canteen of the school of agronomic engineering (ETSIAAB) of UPM. 14’ by foot from
the venue.

— Canteen of the school of aeronautical engineering (ETSIAE) of UPM. 16" by foot from
the venue.

All canteens have vegan and vegetarian menus.

Restaurants:

There are several restaurants in C/ Almansa, about 14’ away (by foot) from the venue.
Another options are:

- El Momento Gastro Bar, P.° de Juan XXIlI, 22, 28040. 10’ by foot from the venue.
— Cafeteria Mara, P.° de Juan XXIlII, 15, 28040 Madrid (for a fast food). 9" by foot from the
venue.

Conference dinner

The conference dinner will start at 20:30 on Wednesday in La Masia de José Luis (P.° de la
Prta del Angel, 3, 28011). The dinner includes a welcome drink with appetizers and a three-
course menu with beverages (wine and water included) and coffee. Those attendees having
allergies or food restrictions that were not indicated when registering to the conference are
encouraged to inform the organizers as soon as possible.

There will be an after-dinner speaker.

Excursion

There will be a guided tour on Wednesday, from 6:30pm to 7:30pm (approximately),
through a neighborhood of Madrid city called the “Madrid de los Austrias” (the “Austrias”
refers to the dynasty, a branch of the House of Habsburg, that ruled Spain within the XVI
and XVII centuries). This tour is included in the registration fee, but only those who have
replied affirmatively to the questionnaire will be allowed to participate.

ILAS does not discriminate on the basis of race, color, age, ethnicity, religion, national
origin, pregnancy, sexual orientation, gender identity, genetic information, sex,
marital status, or disability. If you have a concern regarding this, please contact the
conference email: ilas2023@uc3m.es or the ILAS officers whose names are indicated
at: https://ilasic.org/inclusiveness-statement/
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Towards a more sensible theory of
stability in Numerical Linear Algebra
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Abstract

We are all used to the nowadays quite standard definitions of backward, mixed
and forward stability. But, to which point are these definitions really sound?
Spoiler: this is not a simple question. Here is an even harder to answer one: it
is a basic procedure to use the output of a (presumably) stable algorithm as an
input for another (presumably) stable algorithm. Under which hypotheses can
we grant that the concatenation of both algorithms is itself a stable algorithm?
We will discuss these questions and give reasonable answers to them.
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100 funded by MCIN/ AEI /10.13039/501100011033, Banco Santander and Uni-
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Akatemian paatos 331240), a Postdoctoral Fellowship of the Research Founda-
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Abstract

On supercomputers that exist today, achieving even close to the peak per-
formance is incredibly difficult if not impossible for many applications. Tech-
niques designed to improve the performance of matrix computations - making
computations less expensive by reorganizing an algorithm, making intentional
approximations, and using lower precision - all introduce what we can generally
call “inexactness”. The questions to ask are then:

1. With all these various sources of inexactness involved, does a given algo-
rithm still get close enough to the right answer?

2. Given a user constraint on required accuracy, how can we best exploit and
balance different types of inexactness to improve performance?

Studying the combination of different sources of inexactness can thus reveal
not only limitations, but also new opportunities for developing algorithms for
matrix computations that are both fast and provably accurate. We present few
recent results toward this goal, involving mixed precision randomized decompo-
sitions and mixed precision sparse approximate inverse preconditioners.
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effort of the U.S. Department of Energy Office of Science and the National
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Randomized sketching of Krylov
methods in numerical linear algebra
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Abstract

Many large-scale computations in numerical linear algebra are powered by
Krylov methods, including the solution of linear systems of equations, least
squares problems, linear and nonlinear eigenvalue problems, matrix functions
and matrix equations, etc. We will discuss some recent ideas to speed up Krylov
methods for these tasks using randomized sketching, and highlight some of the
key challenges for future research.
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Matrix Stories
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Abstract

The study of particular matrices has often opened up fruitful research di-
rections in numerical linear algebra and matrix analysis. I will give a variety of
examples of such matrices, describing their properties, their applications, and
stories behind them. I will also describe the Anymatrix project, which makes

these and many other matrices available and easily searchable by properties in
MATLAB.
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Abstract

For a graph G on n vertices, let S(G) be the set of all n x n real symmetric
matrices such that their nonzero off-diagonal entries represent the weights of
the edges of G. The inverse eigenvalue problem for a graph G (IEP-G) asks to
determine all possible spectra of matrices in S(G).

A list of positive integers m = (mq,ma,...,my) is realized as an ordered
multiplicity list for the graph G if there is a matrix in S(G) with £ distinct
eigenvalues such that the ith largest eigenvalue has the multiplicity m;, for
i=1,2,...,k

One of the relaxations of the IEP-G is to determine the minimum length
among all realizable multiplicity lists of a graph. This parameter is denoted by
¢(G) and it is called the minimum number of distinct eigenvalues of G.

In this presentation, we will review interesting advances and techniques from
a number of recent developments regarding ¢(G).
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Spectral Turan problems
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Abstract

In this talk we will consider a spectral version of the classical Turan problem:
given a fixed graph F', how large can the largest eigenvalue of the adjacency
matrix be over all n-vertex graphs which do not contain F' as a subgraph? As
the largest eigenvalue of the adjacency matrix is an upper bound for the average
degree of a graph, any upper bound on this quantity also gives an upper bound
on the Turdn number ex(n, F), and in fact several theorems in this area imply
and strengthen classical results in extremal graph theory. We will discuss recent
progress on this problem including what the similarities and differences between
it and the classical Turan problem are and what future work may be done.

This talk will include joint work with Sebastian Cioaba, Dheer Noal Desali,
Lihua Feng, Liying Kang, Yongtao Li, Zhenyu Ni, Jing Wang, and Xiao-Dong
Zhang
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dation grant DMS-2011553

References

Madrid, Spain, 12-16 June 2023



25™ Conference of the International Linear Algebra Society (ILAS 2023)

Madrid, Spain, 12-16 June 2023

The role of the field in some questions
of matrix algebra

Rachel Quinlan

L University of Galway, Ireland
E-mail: rachel.quinlan@universityofgalway.ie

Abstract

Given a field F and a matrix property P, one can investigate the maximum
possible dimension of a subspace of M,, x, (F) in which every (non-zero) element
has property P, and try to identify those subspaces that attain this maximum.
This formulation provides a rich source of interesting problems, many of which
have a long and influential history. Sometimes the answers to these questions
are independent of the field I, for example if P is an upper bound on rank, or if
m = n and P is nilpotence. Sometimes the answers are highly dependent on F,
for example if P is a lower bound on rank, or if m = n and P is non-nilpotence.
We will discuss the role of field properties in some of these cases.

Fields that are algebraically closed are great for linear algebra, for exam-
ple because every square matrix is similar to a unique Jordan canonial form.
Fields that are real are also very nice, for example because they admit a distinc-
tion between positive and negative elements. Finite fields allow opportunities
for counting. Fields that possess extensions of finite degree are excellent too,
because such an extension is a finite dimensional vector space, with the extra
algebraic machinery of a field multiplcation that plays well with the vector space
structure. If K is a field extension of IF of degree n, then K is isomorphic as a vec-
tor space to any other n-dimensional space over F. It follows that any F-vector
space V of dimension n can be endowed with an F-bilinear field multiplication
arising from K.

In the talk, we will consider how this idea can be used to uncover large
subspaces of various matrix spaces in which rank behaves in a controlled way,
specifically over fields which admit cyclic Galois extensions of all degrees. These
fields comprise a broad class, including for example all finite fields and all finite
extensions of Q.
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Abstract

Root vectors are a classical, albeit somewhat underappreciated, topic in
linear algebra in the regular case [4, 11]. More recently, they have proven to be
a powerful tool in the singular case as well [1, 2, 8, 9, 10]. In this presentation,
we will explore their applicability in increasingly general situations, including
classical eigenvalue problems, generalized eigenvalue problems [9], polynomial
and rational matrices [1, 2, 4, 10], as well as analytic and meromorphic matrices
(8, 11].

Let us first consider the most basic case of classical eigenvalue problems,
focusing on root vectors that are polynomials. If F is an algebraically closed
field and A € F™*™ has an eigenvalue A € F, a root polynomial for A at A of
order ¢ is defined as a vector v(z) € F[z]™ such that

(1) (A — zD)v(z) = (z — N w(z) with w(\) # 0; (2) v(A\) #0.

Such a root polynomial can be seen as a generating function for a Jordan
chain of A at A. Indeed, if we expand it as v(z) = vo + vi(x — A) + va(x —
A2 +wvz(z — A)2 + ..., then it is easy to see that vg,v1,...,v,_1 is a Jordan
chain of length ¢ for A associated with the eigenvalue A\. A kind of converse
statement also holds: for example, if vg,v1,vs is a Jordan chain of lenght 3
at A then one has (A — A)vg = 0, (A — A)vy = vg, and (A — A])vy = 0.
Hence, (A — zI)(vo + (z — Nv1 + (x — A\)?v2) = (x — N\)3(—v2) so that v(x) =
vo + (x — N)v1 + (z — X)?vs is a root polynomial of order 3 for A at \.

One can further extend this idea by constructing mazimal sets of root poly-
nomials, which correspond to generating functions for canonical sets of Jordan
chains. This process involves several steps:

1. A set of root polynomials {v;(x)}{_; at A for A, of orders ¢1 > --- > (g, is
called A-independent if the constant matrix [v1(A) ... v4(A)] has full
column rank;

2. A A-independent set of root polynomials at A for A is called complete if
there are not A-independent sets of larger cardinality;

3. A complete set of root polynomials at \ for A is called maximal if it cannot
be modified by replacing one root polynomial with another of larger order
while still maintaining the completeness property.
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It can be proven that the orders of a maximal set of root polynomials are
precisely the partial multiplicities of the eigenvalue A\ for the matrix A. Thus,
a maximal set serves as a condensed source of relevant information about the
eigenvalue )\, including partial multiplicities and (generalized) right eigenvectors.

The concept of a maximal set of root vectors, which include root polynomi-
als as a special case, can be extended beyond the classical eigenvalue problem
represented by the pencil A — xI. Specifically, maximal sets of root vectors
exist, and exhibit similar properties to those discussed earlier in the context of
the generalized eigenvalue problem (A + xzB), the polynomial eigenvalue prob-
lem (P(x) € F[x]"™*"), the rational eigenvalue problem (R(z) € F(x)™*"), and
other nonlinear eigenvalue problems involving matrices over the ring of analytic
functions or the field of meromorphic functions.

All these generalizations, unlike the classical eigenvalue problem, encompass
the singular case. For instance, a pencil A + xB is regular if it is square and
det(A + xB) # 0, while it is singular otherwise. Analogous definitions apply
to polynomial, rational, analytic, and meromorphic matrices. The application
of the concept of a canonical set of Jordan chains becomes problematic in the
singular case, as it is not immediately clear how to extend the definition of eigen-
vectors (let alone chains). However, the notion of a maximal set of root vectors
is flexible enough to adapt to singular (linear or nonlinear) eigenvalue problems.
The starting point is the generalization of the notion of a root polynomial. Sup-
pose M (x) is a minimal basis [3] for the singular pencil A + B € F[z]1">*"™,
and define ker)(A + zB) as the linear span of the columns of M (\). Then, a
vector v(x) € F[x] is termed a root polynomial for A + xB at A of order ¢ if:

(1) (A+ 2B)v(z) = (z — N w(z) with w(\) # 0; (2) v(A) € kera(A + zB).

Maximal sets are then defined similarly to the regular case, with the excep-
tion that for A-independence one requires [M(A) wvi(X) ... wvs(A)] to have
full rank. It is important to note that, in the regular case (or more gener-
ally when the pencil A 4+ zB has full column rank), the block M (A) is empty.
One significant application is the rigorous definition of eigenvectors also for
singular pencils: an eigenvector is a nonzero element of the quotient space
ker(A + AB)/ kery(A + xB). It should be noted that, if A + B has full col-
umn rank, then kery (A +xB) = {0} is trivial and the conventional definition of
an eigenvector is thus regained. Eigenvectors of singular pencils have numerous
computational applications [5, 6, 7].

Finally, root vectors can also be defined for rational matrices, using a connec-
tion with valuation theory [10], and for analytic (and meromorphic) matrices,
using a connection with module theory [8]. In all these settings, by utilizing
root vectors, eigenvectors can still be defined also for matrices that do not have
full column rank.
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Eigenvalue nonlinearities and
eigenvector nonlinearities
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Abstract

The following two generalizations of the standard eigenvalue problem have re-
ceived considerable attention in the numerical linear algebra community: The
eigenvalue nonlinear eigenvalue problem A(\)z = 0, where A : C — C"*"™ is
typically a holomorphic or meromorphic function of the scalar A\, and the eigen-
vector nonlinear eigenvalue problem A(x)x = Az, where either A : C"* — C"*"
is assumed to be homogeneous, A(ax) = A(z), or we explicitly require a nor-
malization condition, e.g., 2 = 1. We summarize how these problems arise
in applications, for example delay differential equations, acoustics, quantum
physics and data science. Application-driven numerical developments are pre-
sented, as well as a review of general numerical linear algebra, and theoretical
approaches for both types of problems in the context of specific structures.
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Abstract

A linear determinantal representation expresses a multivariate polynomial
as the determinant of a square matrix whose entries are linear forms. The study
of determinantal representations dates back to 19th century classical algebraic
geometry and has since found applications in partial differential equations, op-
erator theory, convex optimization, and complexity theory. I will survey some
of the classical and recent theory of determinantal representations with a focus
on applications in linear algebra and matrix theory, including numerical ranges
and the principal minor map.
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Abstract

As defined in [2], we consider an n x n Toeplitz matrix , T, to be of the form:

a ; 1=

b 5 lt—j| >k
Ti; = ‘ ]’

c 5 li—jl<k

0 otherwise

Toeplitz matrices with its spectral properties are of great essence to physics,
statistics and signal processing. Moreover, Toeplitz matrices help model prob-
lems including computation of spline functions, signal and image processing,
polynomial and power series computations etc. Over the years, there have been
studies on Toeplitz matrices such as recursion of determinants of 2-tridiagonal
Toeplitz matrix [1] and tridiagonal 2-Toeplitz matrices [3]. In our study, we
investigate the determinant of a k-tridiagonal Toeplitz matrices for k£ > 2. By
extending the work of Borowska et al.[1] , we identified recursion formulas for
determinants of all k— tridiagonals Toeplitz matrices. Thus, we propose to
share our findings at the 2023 ILAS Conference.
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Design of an estimator with orthogonal
projections for a linear regression model
and its strong consistency
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Abstract

This study deals with an application of numerical linear algebra to statistical
analysis. We aim to construct an estimator for a certain type of linear regression
model related to errors-in-variables models that arise in many scientific and en-
gineering computations, such as data fitting problems. Such a regression model
gives rise to the total least squares (TLS) problem or its variants, which can be
solved numerically using the singular value decomposition (SVD). Some total
least squares estimators for the corresponding regression models have strong
consistency in the statistical sense as in [1, 3|, where the theory is based on
the consistency analysis of Gleser [2] in 1981. In this talk, we discuss a unified
regression model that covers the above, and then construct a new estimator
with orthogonal projections, leading to a straightforward proof of its strong
consistency.
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Abstract

Let T be the tropical field R U {—o0}, equipped with binary operations a ® b =
max{a,b}, a®b=a+b, for a,b € RU{—o0}. We have studied the convergence
of general matrix power series of the form Z? a; ® A’, in Tropical algebra
(Max-Plus algebra). In that light, we have given a series expansion for matrix
exponent e, for A € M, (T). We also have established the relation of matrix
exponent to the eigenvalue-eigenvector problem. A finite vector v (at least one
coordinate of v is finite) is called a generalised eigenvector of A, of order m, if
AM @ v = X" @, but, A"V @ v £ X! @ v (different from an already
existing notion). Further, a matrix A is called quasi-robust if, for any finite
vector z, for some positive integer k, A% ® z is a generalised eigenvector of A,
of some order m. We prove that an irreducible matrix is quasi-robust if and
only if it is periodic. Also, for an irreducible square matrix, we have analysed
when its exponent is quasi-robust.
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Abstract

Any symmetric matrix M = (m;;) € F™*" over a field F may be associated with
a simple graph G with vertex set [n] = {1,...,n} such that distinct vertices i
and j are adjacent if and only if m;; # 0. We say that G is the underlying graph
of M. Let S(G) be the set of real symmetric matrices whose underlying graph is
G. We deal with the possible number of distinct eigenvalues of acyclic symmetric
matrices. More precisely, given a tree T, we wish to study the quantity

q(T) = min{|DSpec(A)| : A € S(T)},

where DSpec(A) denotes the set of distinct eigenvalues of A. In [4] it is proved
that if T" is a tree with diameter d and A € S(7T), then ¢(T") > d + 1. The same
authors suspected that, for every tree T of diameter d, there exists a matrix
A € S(T) with exactly d + 1 distinct eigenvalues. However, this turns out to
be false. Barioli and Fallat [1] constructed a tree 7" with 16 vertices such that
diam(7T") = 6, but ¢(7T) = 8. It is now known that ¢(T) = d + 1 for every tree
T of diameter d if and only if d < 5 [3]. For diameter d > 6, it is thus natural
to characterize the trees T for which ¢(7") = diam(7") + 1, which are known as
diameter minimal (or diminimal, for short).

One of the main tools used to address this problem in [3] is the construction
of trees using an operation called branch duplication [2]. The intuition is that,
for any fixed positive integer d, there is a finite set S; of (unlabelled) trees of
diameter d, called the seeds of diameter d, with the property that any (unla-
belled) tree of diameter d may be obtained from one of the seeds of diameter d
by a sequence of branch duplications. As it turns out, for any tree T' of diameter
d there is a single seed of diameter d from which it can be obtained, so that the
seeds are precisely the trees that cannot be obtained from smaller trees through
branch duplication.

In this talk we present a constructive procedure that, given any d > 6 and
any tree 1" that is obtained from a given set of seeds through branch duplica-
tion, produces a symmetric matrix A € R™*"™ with underlying tree 7" with the
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property that ¢(7') = |DSpec(A)| = d + 1. This means that, in addition to
exploring the existence of such a matrix, we also address its computability. In
particular, the procedure allows us to produce such a matrix A with integral
spectrum, i.e., with the property that its spectrum consists entirely of integers.

In a git repository https://github.com/Lucassib/Diminimal-Graph-Algorithm
and https: //lucassib-diminimal-graph-algorithm-st-app-0t3qu7.streamlit.app/, read-
ers can access our method.

Acknowledgements: Work partially supported by MATH-AMSUD under
project GSA, brazilian team financed by CAPES under project 88881.694479 /2022-
01. L. E. Allem acknowledges the support of FAPERGS 21/2551- 0002053-9.
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Abstract

In this talk we consider families of polynomials that are eigenfunctions of a finite
order differential operator

N
L= Z a;(2)0"
i=0

More precisely, we consider the Sturm-Liouville problem associated to L

> ai(@)0LPy(x) = Ay Polx), VneN.

=1

where {\,} are the eigenvalues and {P,} the eigenfunctions.

The aim of this talk is to provide necessary conditions under which transfor-
mations given by PT(LI)(:U) = P,(z) + v, P_1(x) give rise to new families of
eigenfunctions of another finite order differential operator L with the same se-
quence of eigenvalues {)\,,}. In particular, we prove that Darboux transforma-
tions do not always lead to new families of eigenfunctions. The case of Hermite
polynomials is approached.

Acknowledgements: Work partially supported by Agencia Estatal de In-
vestigacion, Ministerio de Ciencia e Innovacién, Spain, under grants PID2019-
106362GB-100 and PID2021-122154NB-10 and the Comunidad de Madrid multi-
annual agreement with the Universidad Rey Juan Carlos under the grant Proyec-
tos I+D para Jévenes Doctores, Ref. M2731, project NETA-MM.
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Abstract

A signed graph is a pair (G, ) where G is an undirected graph (we allow
parallel edges but no loops) and ¥ C E(G). The edges in ¥ are called odd and
the other of E even. If (G,X) is a signed graph with vertex-set V = {1,...,n},
S(G,Y) is the set of all n x n real symmetric matrices A = [a; ;] with a; ; > 0
if 7 and j are adjacent and connected by only odd edges, a;; < 0 if ¢ and j
are adjacent and connected by only even edges, a; ; € R if 4 and j are adjacent
and connected by both even and odd edges, a; ; = 0 if ¢ and j are not adjacent,
and a;; € R for all vertices i. The parameter M (G, X) is defined as the largest
nullity of any matrix A € S(G,X). In 2021, Arav, Hall, van der Holst, and Li
gave a characterization of 2-connected signed graphs (G, X) with M (G, %) < 2.
In this talk, we discuss a full characterization of signed graphs (G,3) with
M(G,%) <2.
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Abstract

In this work, we expand classical Frobenius results [5] upon consecutive k-th
powers of nonnegative matrices, for a positive integer £ > 1, so as to establish
sequences with respect to k£ of new lower and upper bounds for their spectral
radius. With the aid of the average (k + 1)-row sums and taking the extreme
entries of the matrix, we present new bounds that generalize existing formulae
in [1, 2, 3, 4, 6, 7, 8] and produce new tighter approximations for the spectral
radius.

The monotonicity and convergence properties of the constructed sequences
are explored and certain conditions are stated under which the new bounds are
sharper than the Frobenius’ bounds and other existing formulae. We further
characterize the cases of equality in the aforesaid bounds, when the matrix is ir-
reducible. Throughout, we perform illustrative numerical examples to showcase
the efficiency of our proposed bounds and make comparisons among them.

Acknowledgements: Work supported by “ParlCT_CENG: Enhancing ICT
research infrastructure in Central Greece to enable processing of Big data from
sensor stream, multimedia content, and complex mathematical modeling and

simulations” (MIS 5047244).
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Abstract

According to [4], the distance from a matrix A € C™*™ to the set of matrices

Z which have a prescribed complex number zy as a multiple eigenvalue is given
by

Jmin 1z Al =m0 D)@

(1,1)<<W(Z0,Z)

where << stands for weak majorization and w(zp, Z) denotes the partition in
the Weyr characteristic of zy as an eigenvalue of the matrix Z.

Our ongoing research (see [1]) tries to generalize (1) under the more restric-
tive condition of (2,1) << w(zp, Z). Indeed, we have already proved that

) o Z()In — A tIn
Jmin 2= Al =maxona ([Pl D) e

(2,1)'<-<W(Z(),Z)

except when the function on the right side attains its maximum value only at
t=0.

Our ultimate goal would be to extend (1) and (2) to the cases where w(zg, Z)
weakly majorizes (k, k) or (k+ 1, k), with & > 1.
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UPV/EHU through grant GIU21/020.
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Backward errors for Matrix pencils
arising in Optimal Control
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Abstract

For a given class of structured matrices S, we find necessary and sufficient condi-
tions on vectors z,w € C™™™ and y, z € C" for which there exists A = [A; As]
with A; € S and A; € C™™ such that Ax = y and A*z = w. We also char-
acterize the set of all such mappings A and provide sufficient conditions on
vectors x, ¥y, z, and w to investigate a A with minimal Frobenius norm. The
structured classes S we consider include (skew)-Hermitian, (skew)-symmetric,
pseudo(skew)-symmetric, J-(skew)-symmetric, pseudo(skew)-Hermitian, posi-
tive (semi)definite, and dissipative matrices, see [2]. These mappings are then
used in computing the structured eigenvalue/eigenpair backward errors of ma-
trix pencils arising in optimal control.

The minimal norm solutions to such doubly structured mappings can be
very handy in the perturbation analysis of matrix pencils arising in control sys-
tems [1, 3]. In particular, for the computation of structured eigenvalue/eigenpair
backward errors of matrix pencils L(z) of the form

0 J-R B 0 E 0
Lz)=M+:N:=| (J-R* 0 0 |+z| -E* 0 0, @
B* 0o S 0 0 0

where J, R, E,Q € C»", B € C™" and S € C™™ satisfy J* = —J, R* = R is
positive semidefinite, £* = E, and S* = S is positive definite.

Our work is motivated by [3], where the eigenpair backward errors have
been computed while preserving the block and symmetry structures of pencils
of the form L(z), where only the Hermitian structure was considered on R.
The definiteness structure on R describes the energy dissipation in the system
and guarantees the stability of the underlying port-Hamiltonian system. This
makes it essential to preserve the definiteness of R to preserve the system’s port-
Hamiltonian structure. For more details one can have a look on the preprint
the references in [4].

Acknowledgements: Supported by Department of Science and Technology,
Ministry of Science and Technology, India
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CP decomposition and low-rank
approximation of antisymmetric tensors
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Abstract

In this talk we explore the antisymmetric tensors, their CP decomposition
and the low-rank approximation algorithms. For a given antisymmetric tensor
A € R"*™*" we are looking for its low-rank antisymmetric approximation which
is represented via only three vectors. First, we discuss a suitable low-rank format
of the approximation A of A,

j{:E(xoyoz—l—yozox-l—zoxoy—xOZOy—yoxOZ_Zoyox)’

where x,y,2z € R™. Then we propose an alternating least squares structure-
preserving algorithm for finding such approximation. The algorithm is based on
solving a minimization problem in each tensor mode. We compare our algorithm
with a “naive” idea which uses a posteriori antisymmetrization. Additionally,
we study the tensors with partial antisymmetry, that is, antisymmetry in only
two modes. The algorithms are implemented in Julia programming language
and their numerical performance is examined.

Acknowledgements: Work supported by Croatian Science Foundation under
the project UIP-2019-04-5200.
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On the smallest positive eigenvalue of
bipartite graphs
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Abstract

The smallest positive eigenvalue 7(G) of a simple graph G is same as the smallest
positive eigenvalue of its adjacency matrix A(G). Let 4, be the class of all con-
nected bipartite graphs with n = 2m vertices, having a unique perfect matching.
In 1984, Godsil obtained the extremal graph for the minimum smallest positive
eigenvalue in class ¥,,. Here, we discuss the upper bounds and extremal graphs
for the 7(G), where G € ¥,,. Further, we talk about the limit points of set W,
where U = {7(G)|G € %,,m =1,2,...}.

Acknowledgements: The second author acknowledges the financial support
from CSIR, Government of India.
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Abstract

Higher Order Dynamic Mode Decomposition (HODMD) is a data-driven
method which can be reinterpreted as an approach to factorise data matrixes
describing the evolution in time of a determined process [1] [2]. It has been tra-
ditionally used in the field of fluid dynamics and to analyse complex non-linear
dynamical systems for the modeling of diverse industrial applications [2] [3]. Re-
cently, HODMD has been applied for the first time to medical image datasets
in [4], suggesting a great potential as a feature extraction technique to iden-
tify characteristic patterns of different heart diseases in echocardiography im-
ages and predict their evolution. Due to the economical acquisition of med-
ical imaging (in special EKG images), it is foreseeable to have to deal with
large databases. Therefore, the necessity to implement HODMD in the medical
field in the most efficient way becomes more important. In this work, sev-
eral strategies to optimize the performance of the HODMD algorithm [4] have
been explored. In particular, diverse implementations of the different compu-
tational kernels controlling the overall performance (eigenvalue decomposition,
and higher order singular value decomposition - HOSVD) have been analysed.
Considering also the actual context in which a tendency to leverage computa-
tional resources from the cloud can be perceived, the use of different computa-
tional architectures has been explored as well. Two databases of echocardiog-
raphy images have been used for the analysis of the different implementations.
The first database has been obtained with respect to a long axis view (LAX),
and the second one with respect to a short axis view (SAX).

Table 1 presents the performance of the HODMD algorithm under different
implementations according to the libraries used when the LAX and SAX images
are used. In all the implementations considered, the relative root mean square
error (RRMSE) of the HODMD reconstruction is negligible (in the order of
le—14), representing only the machine error. Concerning the computational
cost (represented with the average time of HOSVD tposyp and the average
time of HODMD tyopamp), the implementation using the Torch library and
a standard CPU from a local computer (row named as "Torch CPU’) is the
most efficient one. This is due to that the associated time for HOSVD tgosvp,
supposing the hardest stage in the HODMD technique, is considerably lower
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than those of the other implementations. Meanwhile, when a high-performance
GPU from the cloud is used (row named as "Torch GPU’), the computational
cost is a little higher than the case with Torch CPU. This is because no local
resources are employed, which may slow down the algorithm. In addition, a
preload of the data has to be performed prior to HOSVD and HODMD, which
may contribute to the increase of the global time as well.

Table 1: Comparison of the performance of different implementations of the
HODMD algorithm using LAX and SAX medical images.

LAX
Implementation RRMSE tHOSV D (S) tHODMD (S)
MATLAB 9.22e—14 7.78e+01 2.50e—01
NumPy 8.40e—14 1.84e+02 5.61e—01

Torch CPU 4.37e—14 5.38e+01 1.27e+-00
Torch GPU 9.84e—13 6.23e+-01 2.87e+00

SAX
Implementation RRMSE EHOSVD (S) EHODMD (S)
MATLAB 1.27e—14 8.04e+01 2.47e—01
NumPy 5.07e—14 1.83e+-02 6.86e—01

Torch CPU 4.87e—14 5.63e+01 2.15e+00
Torch GPU 8.13e—13 6.40e+01 2.51e+-00

As a conclusion, among the explored implementations of the HODMD al-
gorithm, the one based on Torch executed with a standard CPU in a local
computer is the fastest. This encourages and motivates the use of free software,
and, thus, open science. As future work, a combination of libraries could be
used with the overarching goal to optimize the computational performance of
the HODMD technique. On the other hand, if a GPU from a local computer
was used, it would be likely to further reduce the computational cost.

Acknowledgements: The authors acknowledge the support provided by Grant
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Abstract This paper presents a framework for computing the structure
constrained least squares solutions to the generalized reduced biquaternion
matrix equations. We have looked at three different matrix equations, a linear
matrix equation in one unknown L-structure, a linear matrix equation in
several unknown L-structures, and the general coupled linear matrix equations
in one unknown L-structure. Also, the framework can be adapted to a variety
of applications. Firstly, we find the least squares Toeplitz solutions for the
reduced biquaternion matrix equation (AXB,CXD) = (E, F'). Then, we
derive a purely imaginary solution to the reduced biquaternion matrix
equation AX = F and investigate its application to color image restoration.
Finally, we have utilized our framework to find the structure constrained least
squares solutions to the complex matrix equations. As an illustration, we have
obtained the least squares Hankel solutions to the complex matrix equation
AXB+ CYD = E. Moreover, we have used our results to solve partially
described inverse eigenvalue problems, partially described inverse generalized
eigenvalue problems, and partially described inverse quadratic eigenvalue
problems. Our study concludes with algorithms and numerical examples.
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Abstract

The recently renewed surge of interest in quantum computation has moti-
vated (among others) applications to network analysis, where the perspective of
quantum advantage holds promises for efficient treatment of large-scale prob-
lems. One facet of this line of research is the use of quantum walks — as opposed
to classical random walks — in the definition and analysis of centrality measures
for graphs.

In this work we focus on unitary, continuous-time quantum walks (CTQW)
applied to directed graphs. Recall that the time evolution of a CTQW on a
graph is described by the Schrodinger equation

o)

DL = Hlw (), 1)

where [¢(t)) is the state of the system at time ¢, and H is the Hamiltonian
operator. The evolution operator takes the form U (t) = exp(—itH). Note that
the underlying Hilbert space has dimension equal to the number of nodes, in
contrast to usual setups for discrete-time quantum walks, which require a larger
dimension.

In the directed case, usual choices of Hamiltonian matrices that characterize
the walk dynamics (e.g., the adjacency matrix) are typically not symmetric and
therefore do not directly yield unitary walk operators. We address this diffi-
culty by re-casting classical ranking algorithms, such as HITS and PageRank,
as eigenvector problems for symmetric matrices, and using these symmetric
matrices as Hamiltonians for CTQWs, in order to obtain a unitary evolution
operator.

Note that CTQWs exhibit a dependence on the initial state |¢(0)). There-
fore, the choice of [¢(0)) plays a crucial role in a quantum walk-based ranking
algorithm. Here we experiment with two options: a vector with uniform occu-
pation and a vector weighted w.r.t. in- or out-degrees (for authority and hub
centrality, respectively).

The four new quantum ranking algorithms presented here have been exten-
sively tested and compared to classical HITS and PageRank. Numerical results
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show that, despite some variation in behavior, all the methods are effective in
finding the first and top ten nodes in larger-sized graphs.
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Abstract

As is well known, any complex cyclic matrix A is similar to the unique
companion matrix associated with the minimal polynomial of A. On the other
hand, a cyclic matrix over a division ring F' is similar to a companion matrix
of a polynomial which is defined up to polynomial similarity. We will discuss
more rigid canonical forms by embedding a, autor2-article given cyclic matrix
over a division ring F' into a controllable or an observable pair. Using the
characterization of ideals in F'[z] in terms of controllable and observable pairs we
will consider ideal interpolation schemes in F'[z] which merge into a polynomial
interpolation problem containing both left and right interpolation conditions.
The solvability criterion for such a problem is given in terms of certain Sylvester
equation, which also will be discussed in some detail. The talk is based on the
papers [1, 2].
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Abstract

We study Hol(I' U Int(I")), the normed algebra of all holomorphic functions
defined on some simply connected neighborhood of a simple closed curve I in C,
equipped with the supremum norm on I'. We explore the geometry of nowhere
vanishing, point separating sub-algebras of Hol(I'UInt(I")). We characterize the
extreme points and the exposed points of the unit balls of the said sub-algebras.
We also characterize the smoothness of an element in these sub-algebras by
using Birkhoff-James orthogonality techniques. As a culmination of our study,
we assimilate the geometry of the aforesaid sub-algebras with some classical
concepts of complex analysis and establish a connection between Birkhoff-James
orthogonality and zeros of holomorphic functions.
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Abstract

In this paper we present two algorithms for the reduction of a class of rect-
angular multivariate polynomial matrices to their Smith forms, using the Maple
packages QUILLENSUSLIN and OREMODULES. The particular resulting Smith
form corresponds to the simplification of an underdetermined linear system of
functional equations to one containing a single equation in one unknown func-

tion. This reduction is known as Serre’s reduction of functional systems.

1 Introduction

Polynomial matrices over R[s], s = d/dt are used to represent linear systems of
ordinary differential equations, see for example [11]. The ring R[s] is a princi-
pal ideal domain with the Euclidean division property and matrices over such a
ring are equivalent to their Smith normal form. However for more general linear
functional systems e.g. partial differential systems or delay-differential systems,
the resulting system matrices are multivariate. Polynomial rings in more than
one indeterminate are not principal ideal rings and matrices over these rings
are in general not equivalent to their Smith forms. Despite its importance in
single variable matrix theory, the Smith normal form in the multivariate case
has received relatively little attention. A few exceptions are [7], [6], [8], [10], and
[3]. The computations involved in the reduction of a given square matrix to its
equivalent Smith form have been set out in [1] using Maple. The main motiva-
tion behind the reduction of a multivariate polynomial matrix to its Smith form
is to be able to reduce the associated system of linear functional equations to a

one containing fewer equations and unknowns. The reduction involved must of
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course preserve relevant system properties. The reduced equivalent representa-
tion simplifies in general the study of such systems. The results on the reduction
to Smith form obtained by the authors mentioned before deal with the case of
square matrices. In this paper we consider the case of rectangular matrices as-
sociated with underdetermined functional systems. The class of systems which

will be dealt with are those equivalent to one involving a single equation in one

unknown. In what follows let D = Klz1,...,z,] denote a commutative mul-
tivariate polynomial ring with indeterminates x1,...,x, over an arbitrary but
fixed field K.

2 Definitions

Definition 1 Let T' € DY*P p > q, the Smith form of T is given by

S = ( diag{®;} 0 ) (1)

where

o, — /a1, 1§’L:§7‘ @)
0, r<i<gq,

r s the normal rank of T', ag = 1, «; is the ged of all the © x ¢ minors of T and

b, ’s satisfy the divisibility property
1 [Po]... |, (3)
Definition 2 The general linear group GL,(D) is defined by
GL,(D)={M e DP** | 3N € DP*?: MN = NM = I,} (4)

An element M € GL,(D) is called a unimodular matriz. It follows that M is
unimodular if and only if |M| € K\{0}.

Definition 3 Let T) and Ts denote two matrices in DI*P then T7 and Ts are
said to be (unimodular) equivalent if there exist two matrices M € GL4(D) and
N € GL,(D) such that

Ty = MT\N (5)

Unimodular equivalence has been shown to exhibit fundamental algebraic
properties amongst its invariants. In particular, it preserves the zero structure
of the original matrix which is captured by the determinantal ideals of the
matrix. In fact for the case when D = K|[x1], it is well known that every matrix
with elements in D is equivalent to its Smith form. However this result is not

valid for the case when D = Klz1,...,z,],n > 1.
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3 Reduction to Smith form by unimodular equiv-

alence

The aim of the reduction is to simplify linear functional systems in the sense
of finding an equivalent presentation which contains only one equation in one
unknown. This generally makes it easier to study the structural properties of
the linear functional system and in some cases can be used to compute its closed-
form solutions. This reduction also finds applications in numerical analysis. The
objective of the equivalence transformation applied on the matrix is to produce

an identity matrix of appropriate size at the top left corner of the original matrix.

Theorem 1 (Section 5 of [5]) Let D = K[z1,...,x,] be a commutative poly-
nomial ring over a field K and R € D?*P a full row rank matriz. Then the

following two assertions are equivalent:

1. The ideal I,(R) generated by the g x g minors of R is principal, i.e. can
be generated by the greatest common divisor ® of these minors.

2. There exist R’ € D?*P , R" € D9, and N € GL,(D) such that:
R=R'R, det(R")=®, R'N= ( I, 0 ) (6)

Theorem 2 [2] Let D = K|z1,...,2,] and T € DI*P p > q with full row rank,
then T 1is equivalent to the Smith form

I, 0O O
s=( "1 (7)

0 ®, O
where ®, € D is the ged of the g x g minors of T', if and only if there exist a
vector U € D9 which admits a left inverse in D such that the matrix ( T U )

has a right inverse over D and the ideal generated by the q x q minors of T 1s

principal.

Proof. Let T' € D?*P and suppose that there exist a vector U € D? which
admits a left inverse in D satisfying the given condition and that the ideal
generated by the ¢ x g minors of T is principal. Then since U admits a left
inverse in D, there exists a matrix M; € GL,(D) such that M U = E,, where
F, is the g-th column of I,. It follows that

Ml(T U)=(22> (8)

where 77 € D@~D*P and T, € D'*P are given by

( 2 ) = M, T 9)
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Now since the matrix on the RHS of (8) has admits a right inverse over D, it
follows that 77 also admits a right inverse over D, i.e. there exists a matrix
Ny € GL,(D) such that

TN, = ( I,_1 0 ) (10)

<T10><N10>:<Iq_1 0 0) an
T, 1 0 1 Ts Tyl

where Ty € D'*(a=1 7, ¢ pI1x(P—atl) gnd

Then,

( T3 T4 ) — T2N1 (12>
It follows that
I,—1 O
M{TNy, = (13)
T3 Ty
Premultiplying the matrix M;7T Ny in (13) by the unimodular matrix
I,_
My =t O (14)
—T5 1
yields the matrix
I,1 O
MyM TN, = (15)
0 Ty

Now since the ideal generated by the ¢ x ¢ minors of 7' is principal, by virtue
of the Lin-Bose Theorem 1, there exists a matrix Ny € GL,(D) with

I, ©
NF(O N) (10

I,.1 0 0
MyMiTNiNy = | 1 > (17)
( 0 @&, 0

such that

where TyN = ( ¢, 0O )
Conversely assume that 7" € D?*P is equivalent to the Smith form
I,— 0 O
s=1 ! . (18)
0O &, O

where ®, € D is the ged of all the i*" order minors of T'. It follows that there
exist unimodular matrices M € GLy(D) and N € GL,(D) such that S = MTN.
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Now consider the vector U = M_lEq where F, is the q*" column of I,,, then

N 0 N 0
_ -1
M( T U)(01>—M(TMEQ><01>
- (M7TN E,) (19)
I, 0O 0 O
— a—1 ~ ( I, 0 )
0 ®, 0 1
i.e. the matrix ( T U ) has a right inverse over D. Clearly the ideal of the

g %< g minors of S is generated by the unique polynomial ®, € D and therefore
the ideal generated by ¢ X ¢ minors of 1" is principal. =

Example 1 Consider the system of linear delay-differential equations

Ty(t) = 0 (20)
Y1 (t)
| w2(2) . o
where Y(t) = ba(D) and the system matrix T is given by
3
Ya(t)
2do? + 03 +0%24+1 do?—do+d 2do + o2 do? + do + d + o2
T = 2do + 0% + o do —d 2d + o do+d+o
2d?0 +do? +do+o d?c—d?>—1 2d?+do+1 d?c 4 d? + do

(21)
where D =R [d, o], d f(t) = f(t), of(t) = f(t —h) and h € Rt. Consider U =
(c 1 d)T € D3 and P= (T U) € D3*5. Using the package OREMODULES
in Maple, (see [4]), we can check that P admits a right inverse over D. Also
using Grobner bases, we can verify that the ideal of the 3 X 3 minors of T 1is
generated by the polynomial d + o. It follows that the system in (20,21) is

equivalent to the following simple delay-differential equation:

z(t)+x(t—h)=0 (22)
Algorithm 1 (OREMODULES) >

> laibname:="0OreModules", libname:with (OreModules) :with(

LinearAlgebra) :

> A:=DefineOreAlgebra(diff=[d,t],dual_shift=[sigma,s],polynom=[t,
s]):

> T:=Matriz (3,4, [2*d*sigma~2+sigma~3+sigma"2+1,d*sigma 2-d*sigma+
d,2*d*sigma+sigma 2, d*sigma "2+d*sigma+d+sigma”2, 2*%d*sigma+
sigma ~2+sigma, d*sigma—-d, 2*d+sigma, d*sigma+d+sigma,2*%d"2%sigma
+d*stgma~2+d*stgma+sigma, d 2*¥sigma—d 2-1,2%d " 2+d*stgma+1,d 2%

sigma+d~2+d*sigmal) ;U:=<sigma,1,d>;
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2do?4+03+02+1 do?—do+d 2do+ o> do? +do + 0% +d
T := 2do+ 0% +o do —d 2d+o do+d+ o
2d%0 +do? +do+o0 d*c—d?—1 2d?2+do+1 d?c + d? + do

Constructing the matriz P = (T| —U),
> P:=<T|[-U>;

2do? 4+ 03 +0%+1 do?—do+d 2do + o do? +do+o?+d —o
P .= 2do+o0?+o do —d 2d+o do+d+o -1

2d’0c +do? +do+o d?c—d>—1 2d*>+4do+1 d?c + d? + do —d
Computing the right inverse of P,

> Prightinv:=RightInverse(P,4);

1 —o 0
0 0 0
Prightinv :== | —o 0% —d 1
0 0 0
o 2d®—do—02—1 2d+o0

Computing a minimal parametrization Q@ of P,

> @:=convert (MinimalParametrizations (P,A) [1],Matriz) ;

-y 0
0 1
Q = do 1
1 -1
| d+o 0
Computing the left inverse of @,
> LeftInverse(Q,4);
01 0 1 0
01 0 0 O

Computing the matric PQ = [Prightinverse|Q] and checking its determinant,
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> PQR:=<Prightinv/(>;DetPQ:=Determinant (PQ) ;

1 —o 0 —d 0
0 0 0 0 1
PQ = | —0o 0% —d 1 do 1
0 0 0 1 —1
| o —2d?> ~do—0?2—1 2d+o0 d+o O i

DetPQ =1
FExtarcting the matriz Q2 and Q1 from Q,

> @2:=SubMatrixz(@,5..5,1..2);
Q2:=[d+o 0]

> Q1:=SubMatriz(Q,1..4,1..2);

—d 0
0 1
Ql =
do 1
Checking the left inverse of Q1,
> LeftInverse(Q1,4);
0 1 0 1
0O 1 0 O
Computing the SyzygyModule F of Q1,
> F:=SyzygyModule (Q1,4) ;
c —1 1 0
F =
1 d 0 d

Computing Q3, the right inverse of F,

> @3:=convert (RightInverse(F,A),Matriz) ;

0 1
0O O
Q3 :=
1 —0o
L0 0 |
Constructing the unimodular matric N = [Q3|Q1] and checking its determinant,
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> N:=<@3/Q1>;detN:=Determinant (N) ;

detN = —1
Computing the unimodualr matriz M = [T.Q3|U]~! and checking its deter-

minant,
> X:=simplify(<T.Q3/U>) ;DetX:=Determinant (X) ;
o(2d+o) o*+1 o
X = 2d+o o 1
2d*+do+1 do d
DetX =1
> M:=MatrizInverse(X);
0 —d 1
M = 1 —0o 0
—0 2d*+do+o’>+1 —2d—o
Finally checking that the product M. TN yields the Smith form of T,

> SmT:=simplify(M.T.N);

SmT =1 0 1 0 0

Algorithm 2 (QUILLENSUSLIN) >

>l2zbname:="QuillenSuslin", ltbname: l2bname:="Involutive”, ltbname:

with(QuillenSuslin) :with(LinearAlgebra) :

> T:=Matrixz (3,4, [2*d*sigma~2+sigma~3+sigma~2+1, d*sigma"2-d*sigma+
d,2*d*sigma+sigma 2, d*sigma 2+d*sigma+d+sigma "2, 2*%d*sigma+
sigma~2+sigma, d*stgma—d, 2*d+sigma, d*sigma+d+sigma,2%d " 2*sigma
+d*sigma~2+d*sigma+sigma, d"2*sigma—d"2-1,2*%d "2+d*sigma+1,d 2%

sigma+d "2+d*sigma]) ; U:=<<sigma, 1,d>>;vars:=d,sigma;
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2do?2+034+02+1 do?—do—+d 2do + o2 do? +do+o%2+d
T := 2do + 0% +o do —d 2d+o do+d+ o

2d%0c +do? +do+o0 d?c—d?>—1 2d*>+4+do+1 d’c + d?> + do

o
U:=1|1

d
vars = d, o

> p:=RowDimension(T) ;q:=ColumnDimenston(T);
p =3
q:= 4
Checking that the ideal generated by p X p minors of P is principal,

> for © from 1 to 4 do m[i]:=Determinant (DeleteColumn(T,z)) od;
with (Groebner) :Basis([seq(m[i],1=1..q)],plex(vars));

my = 0
meo (= —0 — d
ms = o +d
my = o+d

[0+ d]

Construction the matriz P = [T|U],
> P:=<T|U>;

2do? +o03+02+1 do?—do+d 2do + o? do? +do+o?+d o
P = 2do + o2+ o do —d 2d+o do+d+o 1

2d?0c +do? +do+o d?c—d*>—1 2d*>+do+1 d?c + d? + do d
Checking that P admits a right inverse,

> IsUnimod (P, [vars], true) ;

true

Computing unimodular matriz M1 such that M1.U = E,,, where E,, is the p-th

column of I, and checking that,

> M1:=RowOperation(IdentityMatriz(p),[1,p]).Transpose(QSAlgorithm
(Transpose (U), [vars], true)) ;Check:=M1U=M1.U;

0O —d 1
M1 = 1 —o O
0 1 0
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0
Check := M1U = | 0
1
Computing the product M1.P,
> Mi1P:=simplify(M1.P);
o —1 1 0 0
M1P := 1 d 0 d 0

oc(2d4+o0c+1) d(c—1) 2d+4+oc (c+1)d+o 1
FExtracting the submatriz T'1 from M1P,

> T1:=SubMatriz(MiP,1..p-1,1..q9);

o —1 1 O
T1 :=
1 d 0 d

Computing the unimodular matriz N1 such that T1.N1 = [I,_1| 0],

> N1:=QSAlgorithm(T1, [vars], true);Check:=T1N=T1.N1;

d 1 —d —d
—1 0 1 0
N1 :=
—do —o0 do—+1 do
| 0 0 0 1
1 00 0]
Check := TIN1 =
0O 1 0 O
Checking the product M1. T N1,
> M1TN1:=simplify(M1.T.N1);
1 0 0 0
MITN1:=| 0 1 0 0

d o d+o0c d+o

Constructing the elementary row matriz M2 to further reduce tha matric M1T N1,

> M2:=<<IdentityMatrixz(p-1)/ZeroMatrixz(p-1,1)>,<-SubMatriz(M1TN1,
p..p,1..p=1)/[1>>;

1 0O O
M2 = 0 1 0
—d —0o 1
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> M2M1TN1:=simpl<fy(M2.M1TN1) ;
1 0 0 0
M2MI1TN1 := 0 1 0 0

0 0 d+o d+o
Checking that the ideal generated by the elements of the last row is principal,
> with(Groebner) :Phi:=Basis ([seq(M2M1TN1[p, 3], i=p..q)],plex(vars)
)
® = [d+ o]
> # Lin-Bose Theorems
FEzxtracting the matric T_LB from M2M1T N1,
> T_LB:=SubMatriz(M2M1TN1,p,1..q9);
TLB:=|0 0 d+o d+o |

Applying the Lin-Bose factorization theorem on T LB,
> LinBosel (T_LB, [vars], true) ;# Factorization

[[d+a],[0 0 1 1h
Applying the Lin-Bose completion theorem on T LB,

> LinBose2(T_LB, [vars], true) ;# Complete T_LB to a Matriz with det

=Phi=d+sigma

[0 0 d+o d+o ]
01 0 0

1 0 © 0
0 0 -1 0 |

> # Lin-Bose Conjecture on T_LB
Computing the unimodular matriz N2 such that T_LB.N2 = [0|®],

> N2:=ColumnOperation(QSAlgorithm(T_LB/Pht[1], [vars],true), [1,q])

2

0O 0O 1 O
0 1 0 O
N2 .=
-1 0 0 1
| 1 0O 0 0 |
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> Check:=T_LB.N2;
Check = [ 0O 0 0 d+o ]
Computing an column elementary matriz N3 that rearranges the columns,

> N3:=ColumnOperation(IdentityMatriz(q), [1,p]).ColumnOperation(
IdentityMatriz(q), [p,ql);

0 0 0 1

01 0 0
N3 :=

1 0 0 O

0 0 1 0

The resulting unimodual matrices M and N are thus obtained by:

> M:=M2.M1;N:=N1.N2.N3;

—do —oc do-+1 -1

| 0 0 0 1 ]
Finally it is verified that the product M. T'.N indeed yields the Smith form of T,

> SmT:=simplify(M.T.N);

SmT = 0 1 0 0

0O 0 d+o O

Conclusion

We have presented two Maple based algorithms for the computation of the Smith
form for a class of rectangular multivariate polynomial matrices. This class of
matrices is associated with underdetermined linear functional systems which are
amenable to be reduced to equivalent representations involving a single equation
in one unknown function. This reduction will in general simplify the solution of

such systems.
Acknowledgements: Work supported by Sultan Qaboos University.
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Locating Eigenvalues of Unicyclic
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Abstract

Any real symmetric matrix M = (m;;) of order n may be associated with a
simple graph G with vertex set [n] = {1,...,n} such that distinct vertices i and j
are adjacent if and only if m,; # 0. In [1], Jacobs and Trevisan presented a linear
time algorithm on trees to solve a problem that became known as eigenvalue
location for matrices associated with graphs. An algorithm locates eigenvalues
of a symmetric matrix M (G) associated with graphs G in a class C if, for any
graph G € C and any given real interval I, it finds the number of eigenvalues
of M(G) in the interval I. The algorithm in [1] was specifically devised for the
adjacency matrix of trees, but that approach could be extended in a natural
way to arbitrary symmetric matrices associated with trees [2]. In this talk, we
present a linear algorithm (appeared in [3]) that locates the eigenvalues of any
symmetric matrix M (G) of a connected unicyclic graph G. As an application,
we apply this algorithm to study the largest eigenvalue of the Laplacian matrix
of a lollipop graph, which is a unicyclic graph of order n 4+ k£ formed by adding
an edge between a cycle C} of order k and a path P, of order n.
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Abstract

Let C(A) be the combined matrix of an invertible matrix A. In this work,
we study the combined matrix of a nonsingular matrix which is an H—matrix
whose comparison matrix is singular. In particular, we focus on diagonally
equipotent matrices. Related to these results we give some properties on the
diagonal dominance of these matrices and their comparison matrix.
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Abstract

The numerical range of a matrix has been studied over the complex num-
bers for over a hundred years; interesting properties include that the classical
numerical range is a convex, compact set, invariant under unitary similarity,
and containing the eigenvalues of the matrix. Numerical ranges over finite fields
were first studied by a group of undergraduates [4], which classified the nu-
merical ranges of certain types of matrices over finite fields with certain prime
numbers of elements. Soon afterward, this classification was generalized to all
finite fields [F,2 where ¢ is a prime power [1, 2].

The new setting requires us to revisit classical results and suggests new ques-
tions: what can we say about the geometry of the numerical range, especially
when there is no notion of convexity? what challenges arise since we can now
have vectors v where v*v = 07 since the setting is finite, what opportunities are
there to enumerate and compare sets? We present progress toward answering
these questions, including a classification for the shape of the numerical range of
2 x 2 matrices with certain properties, counting the number of preimages of nu-
merical range elements for these matrices, and infinite sets of higher dimensional
matrices that do not have the entire field F > as the numerical range.
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Abstract

The nonnegative inverse eigenvalue problem is the problem of characterizing
all possible spectra A = (A1, A2, -+, \,) of entrywise nonnegative matrices. If
A is the spectrum of a non-negative matrix, then A is said to be a realizable list.

There are three well know methods or rules to convert realizable lists into
realizable lists:

Rule 1: If (p, A2, A3, ..., An) is realizable, where p is the Perron eigenvalue and
Ag is real, then for all € > 0, the following set is also realizable:

(p+e,Aate A3, .., \n).

Rule 2: If (p, A2, A3,...,A\,) is realizable, where p is the Perron eigenvalue,
then for all e > 0, the following set is also realizable:

(p+67>\2>)‘37"'7)\n)-

Rule 3: Let A7 and Ay be realizable sets. Then A; U Ay is also realizable.

Rule 1 and 2 were proved by Guo [4], and Rule 3 is trivial since the spectrum
of a block diagonal matrix is the union of the spectra of the diagonal blocks.

The compensation criteria for the real nonnegative inverse eigenvalue prob-
lem was described in [1] as a procedure that starts with a trivial spectra and
builds up realizable lists by applying Rule 1-3. So the set of all possible realizable
lists obtained in this way is defined recursively:

Definition. [1] A list of real numbers (A1, A2, -+, A\n) is called C-realizable if
it may be obtained by starting with the n trivially realizable lists (0), (0),--- ,(0)
and then using Rule 1, 2 and 3 any number of times in any order. We also use
the term realizability by compensation to refer to this method.

We will show that using a simplified version of Rule 1 we obtain the same
set of realizable lists. The new simplified Rule is the following:

Madrid, Spain, 12-16 June 2023 115




25™ Conference of the International Linear Algebra Society (ILAS 2023)

Rule 1%*: If (p, A2, A3, ..., A,) is realizable, where p is the Perron eigenvalue
and Ao < 0 is real, then for all € > 0, the following set is also realizable:

(p+ €2 —€,A3,...,An).

It is important to note that there are two simplifications of Rule 1: first we do
not use the transformation (p+ €, \a + €, A3, ..., A,,), and second we only apply
the Rule for Ay < 0.

Clearly, applying the more restrictive Rule 1* instead of Rule 1 we obtain a
subset of C-realizable lists. This new set is called C*-realizable. We are ready
to state our main result:

Theorem. The set of C*-realizable lists and the set of C-realizable lists is the
same.
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Spain through grant PID2019-106362GB-100/AEI/10.13039/501100011033 .
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Abstract

A totally nonnegative matrix (TN) is a matrix with all its minors nonneg-
ative. These matrices have been studied by several authors and, concretely, in
[1] it is proved that the number of Jordan canonical forms of an irreducible TN
matrix A € R™*" associated with a triple (n,r, p) is given by the combinatorial
number P?_ (n — p), where r is the rank of A, and p its principal rank. That
is, the number of partitions of n — p into exactly n — r parts with the largest
part at most p. Then, the matrix A has n — r zero-Jordan blocks whose sizes
are given by the Segre characteristic of A relative to its zero eigenvalue.

A sequence of integers a = {hi1,ha,...,hy} € Q, ,, is called the sequence of
the first p-indices of A if for j = 2, ..., p, we have det(A[h1, ha,...,hj_1,h;]) #0
and det(Alhy,ho,...,hj_1,t]) =0, hj_1 <t < hj. It is known that some
properties that irreducible TN matrices satisfy without prescribed p-indices,
are not satisfied when they are prescribed. If the sequence of the first p-indices
is prescribed, then the number of the zero-Jordan structures admissible for a
realizable triple (n,r,p) is less than or equal to this number when the sequence
is not prescribed.

A method to construct an irreducible TN matrix A is given by the product
A = LU, where L is a lower block triangular matrix and U € R"*" is an upper
block echelon TN matrix associated with the realizable triple (n,r,p), with the
same zero-Jordan structure and the same sequence of the first p-indices of A
(see [2]). We recall that a matrix is an upper echelon matrix if the first nonzero
entry in each row (leading entry) is to the right of the leading entry in the row
above it and all zero rows are at the bottom. A matrix is upper block echelon if
each nonzero block, starting from the left, is to the right of the nonzero blocks
below and the zero blocks are at the bottom. A matrix is a lower (block) echelon
matrix if its transpose is an upper (block) echelon matrix.

In [2], an upper block echelon TN matrix U can be transformed by similarity
and permutation similarity, into a matrix 7= XU X ~!, where T is an upper
block triangular matrix such that the size of its blocks depends on the prescribed
sequence of the first p-indices of matrix U. Now, in this work we obtain all
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possible zero-Jordan structure admissible of a matrix 7" and its relationship with
the zero-Jordan structure admissible of the upper block echelon TN matrix U.

Acknowledgements: Work (partially) supported by the Generalitat Valen-
ciana under the grant CIAICO/2021/162.
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Abstract

The combined matrix of a nonsingular matrix A or RG4A is the matrix C(A) =
Ao A™T wlere o means tlie Hadamard (entrywise) procluct. If the elements of
C(A)=U,0<w;; <1,i,5=1,...,n then U is a doubly stochastic matrix.

In control theory combined matrices are called Relative Gain Array (RGA)
and were introduced in 1966 by Bristal. These matrices are useful m many
processes where they are used in order to know their belhiaviour. In these cases,
the RGA matrices are usually small, n = 2, 3,4, see for example [1].

Otler problems on combined matrices are studied by several authors. In [2],
Johnson and Shapiro raise the following question: if U is the combined matrix
of A is there some nice description of the set of all matrices such that they have
the same combined matrix U? It seems that this question is hard to solve and
in tlis work we answer it for matrices of order 3 when U is a double stochastie
matrix.
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Abstract

Maxwell’s description [7] of flyball governor and the feedback actions to
control steam engines put linear systems and linear feedback actions as main
topic in control engineering. Kalman and Brunovsky’s decomposition theorems
[1] completed description of linear systems up to feedback actions.

A feedback morphism is a linear map between linear systems that preserves
the dynamics. Classical feedback equivalences arise precisely as invertible feed-
back morphisms. Thus feedback classification of linear systems is in fact the
search for S*° where S is the category of systems and feedback morphisms [5].

This talk is intended to introduce linear algebra results in the category Sk of
linear systems over an arbitrary field K. Kernels and cokernels of feedback mor-
phisms between reachable systems are computed effectively. Hence we prove
that full subcategory Ak of reachable linear systems is pre-abelian [3]. The
category fails to be abelian and hence we don’t have Schur’s lemma [6]. Nev-
ertheless it is interesting to study exact structures [2] on Agk in order to obtain
(co)product decompositions of linear systems.
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Abstract

The total graph of a graph I' = (V| E) is the graph whose vertex set is VUFE
and whose adjacencies are inherited from adjacency and incidence relations in
I'. In particular, it contains as induced subgraphs both a copy of I' and of the
line graph of I'. A gain graph (I',1) is a pair consisting of an underlying graph
I' and a map 7, called gain function, from the set of oriented edges to a group
G, called gain group, with the property that to opposite orientations correspond
inverse elements of G.

We give a definition for the total graph of a gain graph (I', %), that is a gain
graph constructed through G-phases, similarly to what was done in [2, 3] for
the line graph of a gain graph. This construction is well defined, in the sense
that switching isomorphic gain graphs have switching isomorphic total graphs.
Moreover, we characterize the sets (orbits) of G-phases in relation to the gain
functions that they induce on the total graph.

Our construction is consistent with those of the total graph of a signed graph
[4], that in fact can be regarded as a gain graph with G = {£1}. In analogy with
the signed case, we investigate the spectrum of the total graph of a gain graph
over an arbitrary group G. This is possible thanks to the group representation
approach to the spectrum of a gain graph [1].
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Abstract

Since real-life data are non-stationary, it would be better to study them
through non-stationary techniques, and ‘Fast Iterative Filtering’ has proven to
be an interesting and useful method to achieve this goal, especially in classic
1D or 2D cases [1]. But some problems arise in non-Euclidean settings since the
filtering relies on convolution.

After developing a continuous operator we analysed its discretisation through
the Generalised Locally Toeplitz (GLT) sequences of matrices [2]. Using some
property from the GLT theory we studied the convergence of this procedure [3].

In this talk, after a brief review on the topic, we will describe some problems
related to this setting and what we have obtained so far to overcome them. We
conclude our talk with a few examples of applictions of this method to real life
signals.
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Abstract

In this talk we shall give an overview of the main results obtained in [1]
regarding to the monodromy group of Blaschke products of degree 2.

We shall go over some examples of Blaschke products that can facilitate the
understanding of the monodromy group. Finally, we shall see a sketch proof
of the result that states that for a regularized Blaschke product B that can
be decomposed into n degree-2 Blaschke products, then the monodromy group
associated with B is the wreath product of n cyclic groups of order 2.
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Abstract

The linear complementarity problem, a unified framework for studying various
optimization problems, has a strong connection with semimonotone matrices,
and thus with almost (strictly) semimonotone matrices. The class of semimono-
tone matrices is a generalization of the class of copositive matrices, which con-
tains nonnegative matrices. In this paper, we revisit the class of almost (strictly)
semimonotone matrices and partially address the conjecture made by Wendler
[Special Matrices 7 (2019) 291-303]. We disprove the second part of the conjec-
ture by providing a counter example. The main result of this paper shows that
Wendler’s conjecture is true under the symmetry assumption. We show that a
symmetric almost semimonotone matrix is an almost Pg-matrix. We explore
some interesting matrix theoretic properties of almost (strictly) semimonotone
matrices and also present results pertaining to the existence and multiplicity
of solutions to the linear complementarity problem associated with an almost
semimonotone matrix.
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Abstract

We consider the problem of computing a rank-structured approximation to
a symmetric positive definite matrix. Of particular interest are matrices with
off-diagonal low-rank structure or hierarchical off-diagonal low-rank structure
[2]. The latter type of matrices can be factorized in quasi-linear time and have
applications to, e.g., preconditioning [3] and Gaussian process regression [1]. We
formulate the approximation problem as a matrix nearness problem with rank
constraints and derive optimal approximations for several special cases based
on different notions of nearness. We then use these to construct an efficient,
greedy approximation scheme for computing hierarchical off-diagonal low-rank
approximations that preserve positive definiteness. Finally, to illustrate the ad-
vantages and limitations of the methodology, we present some numerical results
from different application areas within data science.
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Abstract

Given a square matrix A, the curve I'(A) = {x + iy, z,y € R : f(z,y) = 0},
where f(x,y) is specific cubic polynomial in z,y, is called the shell of A and
it gives interesting eigenvalue localization results. Moreover, it shares (at least
one) common boundary point with the standard numerical range F'(A) of A and
satisfies several properties similar to those of F'(A).

In one of its forms, I'(A) consists of a simple unbounded open curve and a
closed branch in the form of a loop which surrounds a unique simple eigenvalue.
If for some @ the curve I'(e? A) surrounds an eigenvalue e?? \g, then, we call \q of
A a shell-extremal eigenvalue. Some geometrical aspects of the loop (maximum
distance between boundary points and radius of curvature) are proposed as
measures of the non-normality of this specific eigenvalue. These results are
applied to several classes of matrices.
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Abstract

A result in [1] relating the multivariate Pascal matrix with a generalized
Stirling matrix, is crucial in [2] to solve some linear systems which appear when
computing a b-function of certain ideals in the Weyl algebra. In this talk we
will discuss this together with some other applications of the Pascal matrix in
its symmetric version.
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Abstract

A circulant nut graph is a non-trivial simple graph such that its adjacency
matrix is a circulant matrix whose null space is spanned by a single vector with-
out zero elements. Regarding these graphs, the order—degree existence problem
can be thought of as the mathematical problem of determining all the possi-
ble pairs (n,d) for which there exists a d-regular circulant nut graph of order
n. This problem was initiated by Basi¢ et al. [Art Discret. Appl. Math. 5(2)
(2021) #P2.01] and the first major results were obtained by Damnjanovié¢ and
Stevanovié¢ [Linear Algebra Appl. 633 (2022) 127-151], who proved that for
each odd t > 3 such that t #1¢ 1 and t #15 15, there exists a 4t-regular circu-
lant nut graph of order n for each even n > 4t 4+ 4. Afterwards, Damnjanovié¢
[arXiv:2210.08334 (2022)] improved these results by showing that there nec-
essarily exists a 4t-regular circulant nut graph of order n whenever t is odd, n
is even, and n > 4t + 4 holds, or whenever t is even, n is such that n =4 2,
and n > 4t 4+ 6 holds. Finally, the aforementioned results were extended once
again by Damnjanovié¢, thus yielding a complete resolution of the circulant nut
graph order—degree existence problem. In other words, all the possible pairs
(n,d) for which there exists a d-regular circulant nut graph of order n are now
determined.
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Abstract
Parameter dependent quadratic eigenvalue problems (PQEP)
(N (V)M + A(v)D(v) + K)z(v) =0, (1)

where M and K are n x n Hermitian positive definite matrices and D(v) is an
n x n Hermitian positive semidefinite matrix which depends on a damping (vis-
cosity) parameter vector v € R¥ | arise in many applications. A perturbation
bound for approximations of eigenvalues of (1) is derived in [2] by using the
dimension reduction method and standard Gerschgorin theorem. In order to
improve damping optimization, we find new perturbation bounds for the eigen-
values of PQEP by extending the results of [2]. The quality and advantages of
the new bounds are illustrated in numerical experiments. We believe that the
new bounds are helpful for the efficient determination of optimal positions of
eigenvalues.
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Abstract

For a connected graph G, the Wiener index, denoted by W(G), is the sum
of the distance of all pairs of distinct vertices and the eccentricity, denoted by
£(G), is the sum of the eccentricity of individual vertices. In [1], the authors
posed a conjecture that states that given a graph G with at least three vertices,
the difference between W (G) and e(G) decreases when an edge is contracted
and proved that the conjecture is true when e is a bridge. In this talk, we will
prove that the conjecture is true for any connected graph G with at least three
vertices irrespective of the nature of the edge chosen. We will also mention some
of the ongoing work in this area.

References

[1] H. Darabi, Y. Alizadeh, S. Klavzar and K.C. Das, On the Relation Between
Wiener Index and Eccentricity of a Graph, J. Comb. Optim. 41, no. 4,
817-829, (2021).

[2] J. Das and R. Jana, Proof of a Conjecture on Wiener Index and Eccentricity
of a graph due to edge contraction, Discrete Applied Mathematics 307, 19-
21, (2022).

Madrid, Spain, 12-16 June 2023 131



25™ Conference of the International Linear Algebra Society (ILAS 2023)

On the max k-cut problem and the
smallest signless Laplacian eigenvalue of
a graph

Jorge Alencar ', Leonardo de Lima?, Vladimir Nikiforov 3

I Department of Mathematics, Instituto Federal de Educacao, Ciéncia e Tecnologia do
Triangulo Mineiro, Brazil
E-mail: jorgealencar@iftm.edu.br
2 Departamento de Administracdo Geral e Aplicada, Federal University of Parana, Brazil
E-mail: leonardo.delima@ufpr.br
3 Department of Mathematical Sciences, University of Memphis, United States
E-mail: vnikifrvOmemphis.edu

Abstract

In this talk, we present an extension of the graph parameter max k-cut to
square matrices and prove a general sharp upper bound, which implies upper
bounds on the max k-cut of a graph using the smallest signless Laplacian eigen-
value, the smallest adjacency eigenvalue, and the largest Laplacian eigenvalue
of the graph. In addition, we construct infinite families of extremal graphs for
the obtained upper bounds.
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Abstract

Convolutional codes are error-detecting and correcting codes applied to trans-
mit, detect, and correct the information sent through a channel. In this talk,
we focus on the linear dynamical systems that describe a convolutional code as
a free submodule C C R[z]" of rank k. In that case, this associated linear dy-
namical system is known as an input/state/output (1/S/O) representation and
it is useful because they allow us to use the structural algebraic properties of
linear systems to work in coding theory

A fundamental issue in convolutional code theory is finding methods to con-
struct convolutional codes with good properties, such as non-propagation of
errors (observability), or performing well when a decoding algorithm is applied.
On the other hand, another desirable property of a convolutional code is that it
has a good distance. In this case, the code will have an optimal recovery rate.

This talk aims to give several algebraic ways to construct observable con-
volutional codes with good decodable properties considering reachable and ob-
servable linear systems with specific properties in the matrices that form them.
Also, we are able to get good distances in the obtained codes. We will study
convolutional codes over finite fields and over certaing commutative rings.
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Abstract

The hitting time of a random walk on a graph G is the expected number
of steps required to reach a marked node starting from a given node or a given
distribution. Hitting time finds a crucial application in search problems, where it
tells us how many steps are needed to detect a marked node. Other applications
are in the analysis of complex networks [1], in the link prediction problem [2],
or in the clustering problem[3].

In a quantum framework, random walks are replaced by quantum walks,
which exhibit peculiar properties. In particular, quantum walks typically tend
to diffuse faster on a graph than classical random walks. One way in which this
remark can be made more precise is through the definition of a quantum notion
of hitting time. We focus in this talk on quantum hitting time for discrete-time
quantum walks.

Usually, quantum hitting time is defined in terms of the stationary distri-
bution 7 associated with the given graph [4, 5], while the classical hitting time
can be defined in terms of a generic distribution 0. We generalize the notion
of quantum hitting time in terms of a generic distribution emphasizing nalogies
and differences with the case where 7 is used. We provide conditions for the
quadratic speedup of quantum hitting time over the classical counterpart and
we report the results of numerical experiments on several examples of graphs
both directed and undirected and for several different distributions.

Acknowledgements: Project partially supported by the National Recovery
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INdAM.
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Abstract

We introduce a new method - ESPIRA [1] (Estimation of Signal Parame-
ters based on Iterative Rational Approximation) - for the recovery of complex
exponential sums

M
F@) =Mt
j=1

that are determined by a finite number of parameters: the order M, weights
v; € C\ {0} and nodes z; = e* € C for j = 1,..., M. Our new recovery
procedure is based on the observation that Fourier coefficients of exponential
sums have a special rational structure. To reconstruct this structure in a stable
way we use the AAA algorithm for rational approximation recently proposed
by Nakatsukasa et al. [2]. During the talk we will present results regarding
application of the AAA algorithm to this special recovery problem. We need at
least 2M + 1 Fourier coefficients for the recovery of the exponential sum f(¢).
We show that the Fourier coefficients can be also replaced by DFT coefficients
which makes the algorithm more suitable for applications. Furthermore we show
that ESPIRA can be interpreted as a matrix pencil method applied to Loewner
matrices, special construction of which via an adaptive selection of index sets
stabilizes the matrix pencil method (MPM). During the talk we will demonstrate
that ESPIRA strongly outperforms Prony-type methods such as ESPRIT and
MPM for noisy data and for signal approximation by short exponential sums.
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Abstract

The Green matrices is a class of rank structured matrices. By the classical
Asplund theorem inverse to a band matrrix is a Green matrix. Such a matrix
in accordance with the developed in [2] theory admits a quasiseparable repre-
sentation in the corresponding part. Based on the quasiseparable structure we
derive new inversion algorithms for band matrices. The performance of our al-
gorithms is illustrated by the results of numerical tests. The relations obtained
for quasiseparable generators allow also to obtain estimates for decreasing of
the offdiagonal entries of the Green matrices which are inverses of the strongly
diagonally dominant band matrices in terms of the entries of the last ones.

References

[1] E. Asplund. Inverses of matrices a;; which satisfies a;; = 0 for j > i + p.
Math. Scand., 7: 57-60 (1960).

[2] Y. Eidelman, I. Gohberg, I. Haimovici Separable type representations of ma-
trices and fast algorithms. Volume 1. Basics. Completion problems. Multi-
plication and inversion algorithms. Operator Theory: Advances and Appli-
cations, Birkhauser, 2013.

Madrid, Spain, 12-16 June 2023 137



25™ Conference of the International Linear Algebra Society (ILAS 2023)

Dispersion Entropy for Graph Signals

John Stewart Fabila-Carrasco'*, Chao Tan?, Javier Escudero!

L School of Engineering, Institute for Digital Communications, University of Edinburgh, UK.
*E-mail: John.Fabila@ed.ac.uk
2 School of Electrical and Information Engineering, Tianjin University, China

Abstract

Entropy metrics are one of the most important tool to assess the irregularity
and non-linear behaviour of data. Dispersion Entropy is a non-linear measure of
irregularity used for analysing complex time series [1]. The availability of data
in various fields (including social science, data science or biology) defined on
complex networks has increased the interest of extending entropy metrics from
univariate time series to irregular domains or graphs [2].

This talk will introduce the concept of Dispersion Entropy for Graph Sig-
nals (DEg), and describe the key steps involved in the algorithm, highlighting
how the topological relationships between the graph and signals are leveraged
to extend the classical univariate algorithm to graph signals. DEg is a novel
technique for analysing graph signals that is computationally efficient, robust
to noise, and capable of capturing dynamic patterns in data defined on graphs.

The effectiveness of DEg is demonstrated through several synthetic and real-
world data examples, including MIX processing on Random Geometric Graphs
and small-world networks. The talk will also explore the relationships between
DE¢ and the combinatorial Laplacian and its spectrum.
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Abstract

I will discuss the iterative solution of large linear systems of equations in
which the coefficient matrix is the sum of two terms, a sparse matrix A and a
possibly dense, rank deficient matrix of the form YUU”', where v > 0 is a param-
eter which in some applications may be taken to be 1. The matrix A itself can
be singular, but I assume that the symmetric part of A is positive semidefinite
and that A+~UU? is nonsingular. Linear systems of this form arise frequently
in fields like optimization, fluid mechanics, computational statistics, finance,
and others. I will investigate preconditioning strategies based on an alternating
splitting approach combined with the use of the Sherman-Morrison-Woodbury
matrix identity. The performance of the proposed approach is demonstrated
by means of numerical experiments on linear systems from different application
areas.
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Abstract

In this talk, we are going to present how perturbations in the co-efficient ma-
trix A propagate along the solutions of n-dimensional linear ordinary differential

equations
{ y'(t) = Ay(t), t =0,
y(0) = yo.

In other words we are considering the conditioning of the problem
(yo, A) — e"yg

and an asymptotic analysis of condition numbers, as ¢ — +oo, will be given.
The analysis is accomplished for the case where A is normal matrix.

We remark that conditioning of such problems attained less attention in
literature. At the best of our knowledge there are only two papers [1] and [2]
on this topic. These papers present computational aspects of the condition
number. On the other hand our study is more on theoretical aspects of the
condition number. It studies how this condition number depends on the time ¢
and the initial data yo. Also the asymptotic behavior of condition number as
t — 400 is part of our study.
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Abstract

Let G be a simple graph and {1,2,...,n} be its vertex set. The polynomial
reconstruction problem asks the question: given a deck P(G) containing the n
characteristic polynomials of the vertex deleted subgraphs G—-1,G—-2,...,G—n
of G, can ¢(G, x), the characteristic polynomial of G, be reconstructed uniquely?
To date, this long-standing problem has only been solved in the affirmative for
some specific classes of graphs. We prove that if there exists a vertex v such
that more than half of the eigenvalues of GG are shared with those of G — v, then
this fact is recognizable from P(G), which allows the reconstruction of ¢(G, ).
To accomplish this, we make use of determinants of certain walk matrices of
G. Our main result is used, in particular, to prove that the reconstruction
of the characteristic polynomial from P(G) is possible for a large subclass of
disconnected graphs, strengthening a result by Sciriha and Formosa.

References

[1] A. Farrugia. On Pseudo Walk Matrices. Discrete Math. Lett. 1: 8-15 (2019).

[2] 1. Sciriha, J. Formosa. On polynomial reconstruction of disconnected graphs.
Util. Math. 64: 33-44 (2003).

Madrid, Spain, 12-16 June 2023 141




25™ Conference of the International Linear Algebra Society (ILAS 2023)

Is there a Kemeny’s constant for
second-order random walks?

Dario Fasino*

L Dept. Mathematics, Computer Science and Physics, University of Udine, Italy
E-mail: dario.fasino@uniud.it

Abstract

Kemeny’s constant for the random walk on a (possibly directed) graph is the
expected number of timesteps the walker takes to travel between any two nodes
sampled using the stationary distribution. That constant provides valuable
information on the navigability of the graph and depends on the eigenvalues of
the transition matrix of the associated Markov chain.

In a second-order random walk, transition probabilities depend on two past
states and are encoded into a stochastic tensor. Such a process can be turned
into a Markov chain by ‘lifting’ the state space from the graph nodes to the
directed edges. This procedure naturally produces a Kemeny’s constant for
the lifted Markov chain as done, for example, in [1] for non-backtracking walks
on regular graphs. However, that constant does not immediately yield new
knowledge on the second-order walk in the original network.

The main goal of this talk is to show that the average travel times for the
lifted chain can be ‘pulled back’ in some sense to the original graph, producing
sound definitions for the average travel times of the second-order walker [2]. For
the eager ones who want a spoiler, the answer to the question in the title is:
well, almost so.
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Abstract

Let G be a simple graph and x,y, z,w be 4 vertices of G. A switch in G
is the replacement of the edges {z,y} and {z,w} of G by the edges {z, z} and
{y,w}, given that {x,z} and {y,w} were not present in G originally. Two
simple graphs have the same degree sequence if and only if there is a sequence
of switches that transforms one into another. The number S(G) is the number
of non-isomorphic graphs that have the same degree sequence as G, in other
words, that are obtained from G by switches. The S(G)-switch-graph class is
the class whose elements, the S(G)-switch-graphs, are the simple graphs H with
S(H) = S(G). In this talk we describe the trees that are k-switch-graphs, for
1 <k<5.
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Abstract

This talk focuses on preconditioning techniques that enhance the perfor-
mance of iterative regularization methods in image deblurring. The precondi-
tioners are applied to problems with different point spread functions (PSFs)
and boundary conditions [1]. More precisely, we first consider the anti-identity
preconditioner [3], which symmetrizes the coefficient matrix associated to prob-
lems with zero boundary conditions, allowing the use of MINRES as a regu-
larization method. When considering more sophisticated boundary conditions
and strongly nonsymmetric PSF's, the anti-identity preconditioner improves the
performance of GMRES. We present both stationary and iteration-dependent
regularizing circulant preconditioners that speed up the iterations when ap-
plied in connection with the anti-identity matrix and both standard and flexible
Krylov subspaces [2]. A theoretical result about the clustering of the eigenval-
ues of the preconditioned matrices is proved in a special case [1]. The results of
many numerical experiments are illustrated to show the effectiveness of the new
preconditiong techniques, including when considering the deblurring of sparse
images.
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Abstract

In this talk we will consider additive models

Y = XB"‘iXiZia

=1

where the Y has n observations, X, Xy,...,X,, are given matrices and 3 is
a vector with fixed coefficients. The random vectors Zi,...,Z,, are indepen-
dent, with ¢q,...,¢, 4.i.d. (independent and identically distributed) compo-
nents with r-th order cumulants x,;, »r = 1,2,3,4,..., ©« = 1,...,w. We assume
that x1, = x3: = 0, ¢« = 1,...,w, that is the distributions of components
Zig, L=1,...,¢i,1 = 1,...,w, are cumulant symmetric, which means that they
have null odd-order moments relative to the origin. We will show that from the
symmetry of the distributions of the components of Z;,7 = 1,...,w results the
symmetry of the distributions of their linear combinations. We also present the
adjustment of our models to estimate the parameters distributions.
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Abstract

The main focus of the talk is on efficient multigrid methods for large linear
systems with a particular saddle-point structure. In these problems the system
matrix is symmetric, but indefinite, so the variational convergence theory that
is usually used to prove multigrid convergence cannot be directly applied [6]. In
most cases more powerful smoothers are used to take into account the special
coupling, represented by the off-diagonal blocks [3, 4]. Alternatively, instead of
altering the smoother, recently [5] a different algebraic approach that analyzes
properly preconditioned saddle-point problems has been presented.

In the present talk we analyze saddle-point problems where the blocks are
both circulant and Toeplitz-like within this framework. Such structured matrix
sequences are associated to a function called symbol. We are able to derive
sufficient conditions for the multigrid convergence in terms of the associated
symbols, which are also useful for tuning the multigrid parameters [2].

Moreover, we present how it is possible to extend the analysis to the block
setting, that is, to structured matrices generated by a matrix-valued function.
The illustrative example is the linear system stemming from the Finite Element
approximation of the Stokes problem [1].

Finally, we present several numerical tests to show the efficiency of the ap-
proach also with a comparison with the state-of-the-art strategies.
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Abstract

In this talk we focus upon the pairwise comparison (PC) matrix (also called
reciprocal matrix) component of the often discussed Analytic Hierarchy Process
and its approximation by a consistent matrix formed from an efficient vector.

We give a method of inductively generating efficient vectors for any given
PC matrix.

It is known that the entry-wise geometric mean of all columns is efficient for
any PC matrix. The relationship between any set of columns of the PC matrix
and efficient vectors is explored.

Acknowledgements: Work partially supported by FCT- Fundagao para a

Ciéncia e Tecnologia, under project UIDB/04721/2020 (Susana Furtado) and
National Science Foundation grant DMS-0751964 (Charles Johnson).

148 Madrid, Spain, 12-16 June 2023




25™ Conference of the International Linear Algebra Society (ILAS 2023)

Spectral geometric mean, geometric
mean, and Kantorovich constant

Hamid Reza Moradi', Shigeru Furuichi?, Mohammad Sababheh?

I Department of Mathematics, Mashhad Branch, Islamic Azad University, Mashhad, Iran
E-mail: hrmoradi@mshdiau.ac.ir
2 Department of Information Science, College of Humanities and Sciences, Nihon University,
Tokyo, Japan.
E-mail: furuichi.shigeru@nihon-u.ac.jp
3 Department of Basic Sciences, Princess Sumaya University for Technology, Amman,
Jordan.
E-mail: sababheh@psut.edu. jo

Abstract

t
The weighted geometric mean is defined by Af#;B := Az <A*%BA*%> Az for
positive operators A, B and 0 <t < 1. The weighted spectral geometric mean
was defined in [1] by

ApB = (A"%B) A(A"B)" 0 <t <1,

In this talk, we give two different operator inequalities between the weighted
spectral geometric mean Ap;B and the weighted geometric mean Af;B. We
study the mathematical properties for the generalized Kantorovich constant for
O<m< M and t € R:

(mM! — Mmt') (t—1 M'—mt \'
t—1)(M—-—m)\ ¢t mM:!— Mm!) "’

Employing the shown properties, we give the ordering of two inequalities.

In addition, we give some inequalities such as Ando type inequality, Kan-
torovich type inequality, and Ando—Hiai type inequality with the weighted spec-
tral geometric mean Afj; B and the generalized Kantorovich constant K (m, M, t).

Our talk is mainly based on the results in [2]. We will also show new results
related to the weighted spectral geometric mean Ah;B and/or the weighted
geometric mean Af;B.

K (m,M,t) =
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Abstract

Discrete and continuous frames can be considered as positive operator-valued
measures (POVMs) that have integral representations using rank-one operators.
However, not every POVM has an integral representation. One goal of this
paper is to examine the POVMs that have finite-rank integral representations.
More precisely, we present an necessary and sufficient condition under which a
positive operator-valued measure F : ) — B(H) has an integral representation
of the form

F(E) = fj /E Gi(w) ® Gr(w)du(w)

for some weakly measurable maps G, (1 < k < m) from a measurable space (2
to a Hilbert space H and some some positive measure g on €. Similar charac-
terizations are also obtained for projection-valued measures. In particular, we
show that an integral representable probability POVM can be dilated to a in-
tegral representable projection-valued measure if and only if the corresponding
measure is purely atomic.
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Abstract

Recall that a square matrix A is called a torsion matrix if there exists some
natural number n such that A™ is the identity matrix. We study when a square
matrix over a field can be decomposed as the sum of a torsion matrix and a
nilpotent matrix of order at most two. We present several examples that show
that the decomposition does not hold in general, and we give necessary and
sufficient conditions to get this decomposition for nilpotent matrices.

Acknowledgements: The first-named author (Peter V. Danchev) was sup-
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No. 32/1 of December 07, 2019, the second-name author (Esther Garcia) was
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Abstract

We analyze self-dual polyhedral cones and prove several properties about
their slack matrices. In particular, we show that self-duality is equivalent to the
existence of a positive semidefinite (PSD) slack. Beyond that, we show that if
the underlying cone is irreducible, then the corresponding PSD slacks are not
only doubly nonnegative matrices (DNN) but are extreme rays of the cone of
DNN matrices, which correspond to a family of extreme rays not previously
described. More surprisingly, we show that, unless the cone is simplicial, PSD
slacks not only fail to be completely positive matrices but they also lie outside
the cone of completely positive semidefinite matrices. Finally, we show how one
can use semidefinite programming to probe the existence of self-dual cones with
given combinatorics.
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Abstract

The solution of the incompressible Navier-Stokes (NS) equations is crucial
across many scientific and technological fields, namely aerodynamics, water or
oil transport, and biological flow modelling. Cardiovascular blood flow mod-
eling is becoming crucial due to the increased risk of cardiovascular diseases.
In this contribution, we address the challenges and opportunities brought for-
ward by the numerical simulation of left ventricular (LV) blood flow, which is
now becoming feasible due to advances in numerical methods and computing
power. It is accepted that many cardiovascular diseases occur due to abnormal
functioning of the heart, which lead to severe complications and mortalities.
Computational fluid dynamics (CFD) has the potential to assist in early di-
agnosis and treatment of heart diseases by analysis of blood flow patterns in
patient-specific heart models.

The NS equations are very difficult to solve analytically due to their highly
non-linear, non-homogenous second-order nature and the non-trivial coupling
of momentum and mass conservation. Using the finite volume method, we
discretize the NS partial differential equations into a grid of smaller control
volumes. The NS equations are integrated over these grids by enforcing the
conservation of mass and momentum principles. Gradients of flow variables are
calculated at cell faces by using central difference, upwind schemes, or higher
order schemes. Appropriate boundary conditions are incorporated at grid faces.
The discrete algebraic equations, which are non-linear due to convective terms,
are solved typically using SIMPLE method to disentagle the pressure-momenta
coupling. The resulting linear equations are solved using the iterative Gauss-
Seidel method until a convergence criterion is fulfilled.

More specifically, in this work, we have simulated a patient-based left ven-
tricle (LV) model to understand the flow patterns in healthy left ventricles.
Forming an asymmetric vortex in a healthy LV shows an efficient way of blood
transport from LV to various body parts. The vortex patterns in the LV have
been analyzed using velocity streamlines, wall shear stress, and vorticity. We
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conclude that understanding vortex dynamics in LV and various vortex indexes
can be used as an early diagnosis tool and improvement of heart disease treat-
ment. Further, vortex indexes can be used to analyze the outcomes of various
heart surgeries.

Keywords: Navier-Stokes equations, computational fluid dynamics (CFD),
vortex dynamics, Left ventricle (LV).
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Abstract

In this talk, we present two types of efficient parallel high-resolution algo-
rithms for the solution of a subsurface electromagnetic scattering problem. The
first method is based on a partial FFT-type approach (PFFT) where the direct
solution of the 3D Helmholtz equation with Sommerfeld-like boundary condi-
tions relies on a sequence of FFT solutions with Dirichlet, Neumann, or periodic
boundary conditions. The key part of the second algorithm is the solution of
two one-dimensional eigenvalue problems that ensure the fast and scalable direct
solution of the 3D layered Helmholtz equation.

The 3D Helmholtz equation is discretized by high-order compact finite-
difference schemes. The resulting layered systems of finite-difference equations
are solved by two proposed direct methods. The systems that include the three-
dimensioned subsurface inclusions are solved by iterative preconditioned Krylov
subspace-based methods. The PFFT-based preconditioner and low-dimensional
eigenvectors solvers are used for efficient implementation of the developed iter-
ative approach.

The complexity and scalability of the methods are analyzed on scattering
problems with realistic ranges of parameters in soil and mine-like targets.
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Abstract

We examine the quantum channels that preserve and also separate the or-
bits of pure states under the action of a group unitary representation 7. Such a
quantum channel will be called m-orbit injective. We prove that for finite group
and complex Hilbert space cases, such a channel necessarily separates all the
pure states. However, this is no longer true for quantum channels acting on
real Hilbert spaces, or quantum channels acting on complex Hilbert spaces with
(infinite) compact group representations. In both cases, we obtain necessary
and /or sufficient conditions under which the quantum channel is orbit injective.
These conditions are given in terms of the so called property (H) of characters
(more generally, irreducible representations) of the group, and characterizations
of property (H) are presented for real and complex valued multiplicative char-
acters.
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Abstract

The need for environmentally friendly solutions has led to a significant focus
on developing more efficient and less polluting aeronautical designs. However,
traditional methods for testing these designs using simulations and experiments
can be expensive and time-consuming. The developed approach is based on
modal decomposition, deep learning [1, 2], and algebraic principles, including
solving eigenvalue problems, rotations, and translations using singular value de-
composition (SVD) and higher-order dynamic mode decomposition (HODMD)
[3]. By leveraging these techniques, it is possible to identify the physical prop-
erties associated with fluid dynamics problems, specially turbulent flows, re-
construct corrupted data from sensors, and generate reduced-order models for
accelerated computational fluid dynamics simulations. This approach offers a
cost-effective solution to traditional design and testing methods and has demon-
strated promising results on datasets, including a three-dimensional cylinder and
two concentric jets. With its potential for future industrial applications, this
method will be capable of providing environmentally friendly solutions.
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Abstract

Canonical forms are an integral part of matrix theory. From the Jordan
canonical form for square matrices under similarity and the Kronecker canonical
form for matrix pencils under strict equivalence to the Smith canonical form
for matrix polynomials under unimodular equivalence, the discovery of new
canonical forms can lead to significant advances in new theory. We propose a
new canonical form for strictly regular matrix polynomials under unimodular
equivalence that not only has many of the features of existing canonical forms,
but also has the property that the degree of the matrix polynomial is preserved.

In the last several decades, much work has been done to try to emulate the
Kronecker canonical form for higher degree matrix polynomials, particularly
the quadratic case [?, 2, 3, 4]. In [1], the authors construct a Kronecker-like
canonical form for quadratic matrix polynomials, but the result is somewhat
complicated. It is suspected that the complexity of Kronecker-like canonical
forms will grow untractably with the degree of the matrix polynomial. In this
talk, we present a new strategy for constructing canonical forms for matrix
polynomials of arbitrary degrees, and the resulting canonical form for strictly
regular polynomials.
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Abstract

It is well known in the literature that Sobolev-type orthogonal polynomials on
the real line satisfy higher-order recurrence relations, and these can be expressed
as a (2N 4 1)-banded symmetric semi-infinite matrix. In this talk, we analyze
the connection between these (2N + 1)-banded matrices, and the Jacobi matri-
ces associated with the three-term recurrence relation satisfied by the standard
2-iterated Christoffel sequence of orthonormal polynomials with respect to cer-
tain positive Borel orthogonality measure dp(x).
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work of FM has been supported by FEDER/Ministerio de Ciencia e Innovacion-
Agencia Estatal de Investigacion of Spain, grant PGC2018-096504-B-C33, and
the Madrid Government (Comunidad de Madrid-Spain) under the Multiannual
Agreement with UC3M in the line of Excellence of University Professors, grant
EPUC3M23 in the context of the V PRICIT (Regional Programme of Research
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Abstract

Many functions that are worth approximating map into Riemannian man-
ifolds, spaces equipped with a notion of distance derived from an inner prod-
uct on their tangent space. We present a construction using Riemann normal
coordinates for approximating such functions. Our construction extends ap-
proximation techniques for functions between linear spaces, like Adaptive Cross
Approximation or Chebyshev interpolation, in such a way that we are able to
upper bound the max error in terms of a lower bound on the manifold’s sectional
curvature. Furthermore, when the sectional curvature is nonnegative, e.g. as for
compact Lie groups, the mean error is also bounded.

Of special interest are manifolds that are not naturally embedded into a
vector space or whose codimension is large. The Segre manifold of rank 1 tensors
is an example of such a manifold where we are able to apply our construction.
Approximating functions that map to the Segre manifold has applications in
Model Order Reduction and tensor completion.|1]

In some cases, the condition number of approximating functions that map
into manifolds is guaranteed to be exponential in the radius of the domain. We
classify and discuss those cases.

This is joint work with Raf Vandebril (KU Leuven), Joeri Van der Veken
(KU Leuven), and Nick Vannieuwenhoven (KU Leuven).

References

[1] Swijsen, L. and Van der Veken, J. and Vannieuwenhoven, N. Tensor com-

pletion using geodesics on Segre manifolds. Numerical Linear Algebra with
Applications, 2022, 10.1002/nla.2446.

162 Madrid, Spain, 12-16 June 2023



25™ Conference of the International Linear Algebra Society (ILAS 2023)

Fast multiplication, determinants,
inverses and eigendecomositions of
arrowhead and diagonal-plus-rank-one
matrices over associative fields

Nevena Jakovcevié Stor!, Ivan Slapnicart, Thaniporn Chaysrit

L Faculty of Electrical Engineering, Mechanical Engineering and Naval Architecture,
University of Split, Croatia
E-mail: nevena@fesb.hr
E-mail: ivan.slapnicar@fesb.hr
E-mail: thaniporn.chaysri@fesb.hr

Abstract

We present a work considering arrowhead and diagonal-plus-rank-one ma-
trices in F"*" where F € {R,C,H}. H is a non-commutative field of quater-
nions. All the presented formulas (matrix-vector multiplications, determinants,
inverses) are unified in the sense that the same formula holds in both, commu-
tative and noncommutative algebras. Each formula requires O(n) arithmetic
operations. Most of the formulas hold for block matrices, as well. We also
present an algorithm for the eigendecomposition computation of arrowhead and
diagonal-plus-rank-one matrices of quaternions. The code, written in the pro-
graming language Julia, along with examples, is available on GitHub. The code
relies on the Julia’s polymorphism feature.

Acknowledgements: This work has been fully supported by Croatian Science
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Abstract

Given proper cones K7 and K5 in R™ and R™, respectively, an m x n matrix
A with real entries is said to be semipositive if there exists a x € K7 such
that Ax € K3, where K° denotes the interior of a proper cone K. This set is
denoted by S(K1, K3). The purpose of this talk is to bring out the structure of
an invertible linear map L on M,, ,(R) that preserves the set S(R’},R’"). This
talk is based on [1].
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Abstract

Many researchers [1, 2] studied the quantum divergences associated with
Kubo-Ando means, which are given by

B(A, B) = tr[(1 — t)A + tB — Aoy B)),

where Ao, B is a Kubo-Ando mean with the weight 0 < ¢ < 1. On the other
hand, there are many non Kubo-Ando means such as the generalized mean
Q:i(A,B) = (1 —t)AP +tBP)/P for —1 < p < 1, the log-Euclidean mean
LE(A,B) = exp((1 —t)log A + tlog B) and the Wasserstein mean A o, B =
(1—t)2A+t*B+t(1 —t)[A(A™'#B) + (A7'#B)A] for 0 < t < 1.

In this talk, we consider a new quantum divergence for 0 <t < 1/2

associated with the spectral geometric mean Ay B = (A7 1#B)IA(A-1#B)t,
which is a non Kubo-Ando mean. Note that for t = 1/2, ®,,,(A,B) =
A+ B
2
Then we study the barycenter of the quantum divergence ®; with some prop-
erties, minimizing the weighted sum of divergences.

tr

— Al 2B ) is same as the square of the Bures-Wasserstein distance.
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Abstract

A matrix A € R"*™ is called a Z-matrix, if all the off-diagonal entries of
A are nonpositive. Any Z-matrix A has the representation A = sI — B, where
s > 0 and B is an entrywise nonnegative matrix. If s is at least the spectral
radius p(B) of B, then A is called an M -matriz. Let s = p(B), above. Then A
is a singular M-matrix. It is well known that if, in addition, A is irreducible,
then A has the following property: the only nonnegative vector that belongs to
the range space of A is the zero vector. In this talk, a discussion of analogues
of this result, for the Lyapunov and the Stein operators, on the Hilbert space
of real symmetric matrices, will be presented.
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Abstract

We denote the set of Blaschke products of degree m by

m

z—a;
B,, = fyHl_a_ij D, at, .. am €Coly =1 ag], .. |am| < 1

7=1
Here, By consists of constants (with modulus 1). We also write

In this talk, we discuss an alternative proof of the Jones-Ruscheweyh theorem
[1].

Theorem 1. Let 0 < 1 < o < ... < @y < 27 and VY1,Va, ...,y €
[0,27). Then there exists a Blaschke product B € B<,,,_1 such that B(expip,;) =
expij, 7 =1,2,...,m.

The approach is based on direct solution of the equations. To be more pre-
cise, the original equations are transformed into a system of polynomial equa-
tions with real coefficients. This leads to “geometric representation” of Blaschke
products. Then, a Positivstellensatz by Prestel and Delzell [2] and a represen-
tation of positive polynomials in a special form due to Berr and Wérmann [3]
together with a particular structure of the equations are used.

This is based on a joint work with Béla Nagy.
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Abstract

Let p1,p2,---,pn be distinct positive real numbers and m be any integer.
Every symmetric polynomial f(x,y) € C[z,y] induces a symmetric matrix
[f (pi, pj)]?jzl . We obtain the determinants of such matrices with an aim to find

the determinants of P, = [(p; +p;)™]; ., and Ba, = [(ps —pj)2m]n for

ij=1 ij=1
m € N (where N is the set of natural numbers) in terms of the Schur polynomials.
m m 1N
We also discuss and compute determinant of the matrix K,, = [%]
itPi i j=1

for any integer m in terms of the Schur and skew-Schur polynomials.
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Abstract

Let A be a real hyperplane arrangement and L(.A) the geometric lattice formed
by the intersections of hyperplanes in 4. We call the fulldimensional cells of A
topes. The Varchenko Matriz ist defined by V;; = [].c S(Ts,1;) Wer where the w,
are weights on the hyperplanes H. of the arrangement and S(7;,7}) is the set
of hyperplanes that have to be crossed on a shortest path from a tope T; to a
tope T;. Varchenko [1] gave an elegant factorization of the determinant of that
matrix, considering the weights as variables:

det(V) = H (1- w%)mF

FEL(A)

where wp =[] . We and mp are positive integers depending only on the
geometric lattice L(.A).

We generalize this theorem for a combinatorial structure called complezes
of oriented matroids. They can be described by only two axioms which capture
local symmetry and local convexity and are a generalization of oriented matroids.
In this talk we will see how the Varchenko Matrix generalizes to complexes
of oriented matroids and will give the general idea of the proof for the nice
factorization formula.
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Abstract

Let ¥ = (G, 0) be a signed graph and A(X) be its adjacency matrix. The
nullity and cyclomatic number of ¥ is denoted by n(X) and ¢(X), respectively.
A connected signed graph X is said to be cycle-spliced bipartite if every block
is an even cycle. In 2022, Wong, et al., showed for every cycle-spliced bipartite
graph 0 < 7(G) < ¢(G) + 1. In this paper, we extend the results of Wong, et
al., to signed graphs, and prove for every cycle-spliced bipartite signed graph
0 < n(X) < c(X) + 1. Next, we prove that there is no cycle-spliced bipartite
signed graph X of any order with 7(3) = ¢(X). We give a structural character-
ization of cycle-spliced bipartite signed graphs ¥ with nullity n(X) = ¢(32) — 1.
Nonsingular cycle-spliced bipartite signed graphs are characterized. For cycle-
spliced signed graphs ¥ having only odd cycles, we show that n(X) is 0 or 1.
Furthermore, we characterize nonsingular such graphs where every cycle has at
most two cut vertices of 3.

Joint work with Francesco Belardo, Department of Mathematics and Appli-
cations, University of Naples Federico-II, Italy (Email: fbelardo@unina.it)
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Abstract

Let A be symmetric entrywise nonnegative matrix of order n x n. A fac-
torization A = BCBT, where B is nonnegative matrix of order n x k and C
is symmetric nonnegative matrix of order k£ X k, is called symmetric nonnega-
tive trifactorization of A. Minimal possible k in such factorization is called the
SNT-rank of A. In the talk we will for the most part take aside the actual values
of matrices and only consider their patterns. Our main focus will be the ques-
tion, how small can SNT-rank be among all symmetric nonnegative matrices A
with given zero-nonzero pattern. The pattern of a matrix can be described by
a simple graph that allows loops. We will answer this question for trees and
complete graphs without loops.

Acknowledgements: Damjana Kokol Bukovsek acknowledges financial sup-
port from the Slovenian Research Agency (research core funding No. P1-0222).
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Abstract

We present the facilities of a recently developed expert system designed for im-
proving research procedures in the theory of simple graphs, weighted graphs (in
particular, signed graphs) and oriented graphs. The system is a user-friendly
web-based platform based on modern web development frameworks and tech-
nologies.

It is also

e interactive (in the sense that a user have a possibility to create a graph
and immediately receive a number of its structural or spectral invariants
or particular properties),

e upgradeable (in the sense that a user has a possibility to upgrade it by
implementing the computation of new invariants or properties) and

e created under the terms of the GNU General Public License as published
by the Free Software Foundation (in simple words, the License guarantees
every user the freedom to run, study and modify the software).

Other functionalities include importing graphs from files and editing through

a drawing interface.

This expert system is designed to substitute existing tools such as new-

GRAPH and similar software. It is developed under a national research project,
partially supported by EU funds.
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On ()-tensors
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Abstract

A tensor is a multidimensional analog of a matrix. We call A to be a Q-tensor
if the associated tensor complementarity problem, T'C'P(q,.A), has solution for
every vector ¢. In this paper, we extend some properties of -matrices (which
are prominently studied in the linear complementarity theory) to @Q-tensors.
In particular, we provide sufficient condition for a principal subtensor of a -
tensor to be a Q-tensor. We also provide sufficient conditions for a tensor to
be a Q-tensor using the Q)-property of its principal subtensors. It is known
that R-tensors are (Q-tensors and converse is not true in general. In this paper,
we give a condition for a ()-tensor to be an R-tensor. In addition, we prove
a few results for positive (nonnegative) tensors. We illustrate our results with
examples.
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On the numerical range of some
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Abstract

The numerical range of a matrix A € M,, is the subset of the complex plane
denoted and defined by W (A) = {z*Ax : © € C", z*x = 1}. It is a convex set,
as asserted by the famous Toeplitz-Hausdorff Theorem [2, 3], containing the
spectrum of A. This concept has been intensively investigated, due to its theo-
retical interest and applications. The Elliptical Range Theorem characterizes
W(A) for A € My and the elliptic shape persists in certain cases [1], indepen-
dently of the size of A. In this talk, the numerical range of some structured
matrices, whose eigenvalues are integer numbers, and their boundary genera-
ting curves, are explored. Some of these boundary generating curves are oval
shaped. Ilustrative figures of the obtained results are presented.

Based on a joint work with Natdlia Bebiano (CMUC, University of Coimbra)
and Graga Soares (CMAT-UTAD, University of Tras-os-Montes e Alto Douro).

Acknowledgements: Work supported by Portuguese funds through the Cen-
ter for Research and Development in Mathematics and Applications (CIDMA)
and the Portuguese Foundation for Science and Technology (FCT - Fundacgao
para a Ciéncia e a Tecnologia), project UIDB/04106/2020.
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Abstract

Kernel matrices have appeared over the past few decades as intermediate
structures when computing with “big data,” such as during support vector ma-
chine classification or kernel ridge regression. Naive matrix algorithms quickly
become too computationally intensive once such matrices reach moderate size;
in fact, even explicitly forming such matrices is undesirable when the number of
points is large. Hence, various low-rank approximations to such matrices become
indispensable. If the underlying points come from the real world, however, it is
a priori not often clear what the numerical rank of the resulting kernel matrix
is for a given tolerance: existing methods like rank-revealing QR factorization
or its randomized variants only apply in the case when the full matrix to be
approximated has already been formed.[1] Instead, we may facilitate computa-
tion if we could approximate the spectral decay of the kernel matrix by that
of the submatrix formed after sampling relatively few of the underlying points,
using just the geometry of the points and the analytical properties of the kernel
alone. In this work, we seek to characterize the eigenvalue decay approximations
that result after using various point sampling schemes, both deterministic and
randomized. This idea is motivated by the point sampling schemes explored
previously in the context of constructing low-rank approximations, as in [2].
We explore these sampling methods and others while highlighting the connec-
tions between geometric (point-based) and algebraic (matrix-based) eigenvalue
approximation techniques.

Acknowledgements: This material is based upon work supported by the Na-
tional Science Foundation under Grant No. 2038118.
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Abstract

Analysis on graphs studies the connections between geometrical or combina-
torial properties of graphs and natural operators defined on them. In this talk,
I will present a new geometrical construction leading to an infinite collection of
families of discrete graphs [1, 2], where all the elements in each family are (finite)
isospectral non-isomorphic graphs for the discrete magnetic Laplacian with nor-
malised weights. The construction is based on the notion of (isospectral) frames
which, together with the s-partition of a natural number r, define the isospec-
tral families of graphs by contraction of distinguished vertices of the frames.
The isospectral frames have high symmetry and we use a spectral preorder of
graphs studied in [3, 4] to control the spectral spreading of the eigenvalues un-
der elementary perturbations of the graph like vertex contraction and vertex
virtualisation.

Acknowledgements: Work (partially) supported by Madrid Government un-
der the Agreement with UC3M in the line of Research Funds for Beatriz Galindo
Fellowships (C&QIG-BG-CM-UC3M) and in the context of the V PRICIT and
the project 6G-INTEGRATION-3 (grant no. TSI-063000-2021-127), funded by
UNICO program (under the Next Generation EU umbrella funds), Ministerio
de Asuntos Econémicos y Transiciéon Digital of Spain.
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Abstract

In a connected graph, Kemeny’s constant gives the expected time of a ran-
dom walk from an arbitrary vertex x to reach a randomly-chosen vertex y.
Because of this, Kemeny’s constant can be interpreted as a measure of how well
a graph is connected. It is generally unknown how the addition or removal of
edges affects Kemeny’s constant. Inspired by the directional derivative of the
normalized Laplacian, we derive the directional derivative of Kemeny’s constant
for several graph families. In addition, we find sharp bounds for the directional
derivative of an eigenvalue of the normalized Laplacian and bounds for the di-
rectional derivative of Kemeny’s constant.

Acknowledgements: This work was conducted primarily at the 2022 Iowa
State University Math REU which was supported through NSF Grant DMS-
1950583.
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Abstract
We investigate the numerical solution of the global optimization problem

Avp = min Ay (), (1)

where D is a compact subset of R? and A_;(u) denotes the smallest eigenvalue
of a parametric dependent hermitian matrix

A(p) =) flw) A (2)
=1

where 4; : C* — C" and f; : D — R for [ = 1, ..., k represent given hermitian
matrices and real-analytic functions, respectively. Being able to solve in a fast
and reliable way problem (1) is crucial in projection Model Order Reduction, in
particular for the construction of reduced spaces through greedy algorithms [1].

In general problems of type (1) come with two main challenges: 1) they
are nonconvex and 2) they have an elevate computational complexity since we
are naturally interested in the case of large matrices (2), i.e. n > 1. To deal
with these difficulties we develop an algorithm that, concerning 2), employs the
subspace framework [2] which enables to significantly reduce the computational
complexity; concerning 1) it relays on EigOpt [3], for p = 1 or p = 2, and it
uses a gradient flow penalization method to treat the case p > 2. The proposed
algorithm, under suitable assumptions, can be shown to be globally convergent.

We show through numerical test examples and comparisons that the pro-
posed method is efficient and reliable in solving (1).
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Abstract

In this talk we give conditions that guarantee that a matrix is similar to
a centrosymmetric matrix. Furthermore, we give conditions for a matrix to
be similar to a matrix which has a centrosymmetric principal submatrix, and
conditions under which a matrix can be dilated to a matrix similar to a cen-
trosymmetric matrix.
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Abstract

Time-dependent PDEs arise quite often in many scientific areas, such as
mechanics, biology, economics, or chemistry, just to name a few. Of late, re-
searchers have devoted their effort in devising parallel-in-time methods for the
numerical solution of time-dependent PDEs [1, 2, 3]. As opposed to the classical
approach, in which an approximation of the solution at a time ¢ is computed
after solving for all the previous times, parallel-in-time methods approximate
the solution of the problem for all times concurrently. This in turns adds a
new dimension of parallelism and allows to speed-up the numerical solution on
modern supercomputers.

In this talk, we present a fully parallelizable preconditioner for the all-at-
once linear system arising when employing a Runge-Kutta method in time.
The resulting system is solved iteratively for the numerical solution and for the
stages. The proposed preconditioner results in a block-diagonal solve for all the
stages at all the time-steps, and a Schur complement obtained by solving again
systems for the stages. In order to solve for the system for the stages, we employ
a new block-preconditioner based on the SVD of the Runge-Kutta coefficient
matrix.

Parallel results on the Stokes equation show the robustness of the precondi-
tioner with respect to the discretization parameters and to the number of stages,
as well as very promising scalability and parallel efficiency indices.

Acknowledgements: Work (partially) supported by INDAM-GNCS Project
CUP_E55F22000270001.
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Abstract

To solve a large, sparse nonsymmetric linear system Ax = b, where A is
a nonsingular matrix using iterative methods, the use of preconditioning tech-
niques is fruitful. The right preconditioning technique consists of finding a
matrix M for which the solution via an iterative method of the equivalent lin-
ear system AM 'y = b, where y = M, is obtained more efficiently. Thus,
the preconditioner M should approximate the matrix A in some sense. There
are mainly two preconditioning techniques. One that computes the matrix M
and another that computes its inverse. In this work we study factorized ap-
proximate inverse preconditioners that compute explicitly the preconditioner as
an approximation of A~!. Then, preconditioning is applied by matrix-vector
products in each iteration of the Krylov method, whichis important for efficient
parallel computations.

In this work, we use the Sherman—Morrison formula to obtain an approxi-
mate inverse LU preconditioner. The main difference with respect to the AISM
preconditioner [1], which is also based on the Sherman-Morrison formula, is the
way of applying recursively the inversion formula to obtain a new decomposition
of A='. Then we use a compact representation of this decomposition to build
our proposed preconditioner V-AISM.

The inverse of A may be computed considering a nonsingular matrix Ay of
the same size and two sets of vectors {z}}'_; and {yx}}_, such that

A=A+ > myf = Ao+ XY, (1)
k=1

where X = [z 22 -+ ] and Y = [y1 y2 -+ Yn].
Defining Ap = Ag + Zle r;yl with k =1,...,n we have

Ap = Ap_1 + 2yl
A, = A.
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Suppose that r = 1+yf Ay 121 # 0. By the Sherman-Morrison formula [2,
Eq. (2)] and [3], the matrix A; = Ag + x1y7 is nonsingular and

1 1
ATt = A5t - EAO_leyipAgl = A;! (I — Easlwip) = Ay'n

1
where wi = yl Ay Vand Vi = I — —zyw!. Following this process, assuming
r1

that r, = 1+ yF A, ' @k # 0 for x5 and yy, then

1
-1 -1
Ak: = Ak:—l - E

B B B 1 N
Al myl A =AY (I - EWg) = A W,

1
where w} =yl Al and Vi = T — —zpwf.
Tk
Then,

At = AT = AV -V, (2)

It is worth to say that there is a main difference between the expressions of
A~1 obtained in [1] and (2). Actually, to build the preconditioner AISM given
in [1] the expression of A~! is an additive decomposition obtained applying also
the Sherman—Morrison formula. Here to construct the new preconditioner V—
AISM we have a multiplicative representation of A. In fact, this decomposition
depends explicitly on the matrices V.

To compute the preconditioner, as usual, entries are zeroed in the process if
they are small enough. We prove that this process is breakdown-free for M- and
H-matrices. Moreover, numerical experiments show that this new preconditioner
is efficient and faster than AISM.

Acknowledgements: Work supported by Conselleria de Innovacién, Universi-
dades, Ciencia y Sociedad Digital, Generalitat Valenciana (CIAICO/2021/162)
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Abstract

A defect correction formula for the quadratic matrix equation A; X2+ A0 X +
A_1 =0 is presented. More specifically, assume that GG is an approximation of
the sought solution G. Then, by following the ideas of [2] and [3], we derive
an equation for the defect H = G — G and express H in terms of an invariant
subspace of a suitable pencil. This equation allows us to introduce a modification
of the Structure-preserving Doubling Algorithm (SDA), that enables refining
an initial approximation to the sought solution. This modification provides
substantial advantages, in terms of convergence acceleration, in the solution of
equations coming from stochastic models.

Finally, we show an application to the analysis of random walks in the quar-
ter plane, where the matrix coefficients A;, i = —1,0,1, as well as the sought
solution G, are infinite matrices endowed of the quasi-Toeplitz structure (QT
matrices). In this framework, there are situations where Cyclic Reduction and
SDA fail to converge if applied in the customary way, whereas, under a suitable
choice of the starting approximation GG, our modified version of SDA converges
in a few iteration steps. Numerical experiments confirm the effectiveness of the
proposed method.

More details can be found in [1].
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Multi-variable Wasserstein means of
positive definite operators
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Abstract

In this talk, I will discuss two forms of least squares mean: the Karcher
mean and the Wasserstein mean on the cone of positive definite Hermitian
matrices. Then, I will talk about the extension of Karcher mean in the infinite-
dimensional setting of positive operators on a Hilbert space and its important
properties. Lastly, the Wasserstein mean in the infinite-dimensional setting
of positive operators on a Hilbert space and its attractive properties will be
explored.

Acknowledgements: The work of S. Kim was supported by the National
Research Foundation of Korea (NRF) grant funded by the Korea government
(MSIT) (No. NRF-2022R1A2C4001306).
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Abstract

The integral circulant graph ICG,, (D) has the vertex set Z,, = {0,1,2,...,n—
1} and vertices a and b are adjacent if gecd(a — b,n) € D, where D C {d : d |
n, 1 < d < n}. In this paper we prove that the minimal value of the least eigen-
values (minimum least eigenvalue) of the integral circulant graphs ICG,, (D) of a
given order n with its prime factorization pi* - - - p*, is equal to — 2. We char-
acterize the unique graph with minimum least eigenvalues among all integral
circulant graphs of a given order n. Furthermore, it is shown that the minimum
least eigenvalue of the connected integral circulant graphs ICG,, (D) of a given
order n such that their complements are also connected, is equal to —pﬂl + p‘f‘lfl.
We determine all such graphs whose spectra contain minimum least eigenvalue.
Finally, We calculate second minimal value of the least eigenvalues of integral
cicrulant graphs of a given order n, which is —pﬂl + 1, and characterize all graphs
whose spectra contain that value.

Acknowledgements: The authors gratefully acknowledge support from the
research project of the Ministry of Education, Science and Technological Devel-
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Jordan Structure and Stability of Schur
Canonical Form
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Abstract

In the present talk we show the relation between the stability of Schur de-
composition and the Jordan structure of the perturbed matrix.
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NFFT in Parameter Learning for
Nonlocal Image Denoising Models

Andrés Miniguano-Trujillo', John Pearson?

L Maxwell Institute for Mathematical Sciences, UK
E-mail: Andres.Miniguano-Trujillo®ed.ac.uk
2 School of Mathematics, The University of Edinburgh, UK
E-mail: j.pearson@ed.ac.uk

Abstract This work considers the numerical solution of a bilevel
optimisation problem for the estimation of parameters in nonlocal image
denoising models. The relevant parameters are the fidelity weight and a weight
within the kernel of the nonlocal operator. Variational methods are used to
characterise local minima via a first order optimality system. A finite element
method is used to discretise the kernel and the associated linear systems. For
the former, a nonequispaced fast Fourier transform [?] is used to efficiently
compute the vectorial Gauss transform associated with the nonlocal kernel as
in [2]. For the latter, we use a preconditioner based on the nonlocal matrix to
speed up the iterations of the LGMRES Krylov method. We use a
second-order trust-region algorithm for optimising the denoising parameters.
Several experiments are provided to illustrate the efficiency of the method and
contrast them against the dense-matrix approximation showcased in the
previous work [3].
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Abstract

The transition from a disordered state to the one in which all the nodes
oscillates with the same phase typically occurs in a gradual way, which is char-
acteristic of second order transitions. Therefore, the discovery of explosive syn-
chronization on the networked Kuramoto model [1] when there’s a correlation
between degree (topological feature) and natural frequency (dynamical feature)
marked a tipping point in this field.

For that purpose, we investigated how modifying the Kuramoto model by
using degree-biased Laplacians [2] affects the explosive synchronization. In this
talk T will report how explosive synchronization is modified by these kind of
operators, changing the points at which the transition occurs [3]. Moreover,
due to the heavy dependence between the operators and the network topology,
we observed that the explosive synchronization happens on tree-like graphs,
while it disappears for scale-free ones. Therefore, there is a transition between
explosive synchronization in a branched acyclic system to normal one once cycles
emerge in the system. This transition may represent a potential mechanism with
which a neuronal system can synchronize explosively individual neurons, and
returning to normal synchronization when the neuronal network is formed to
avoid pathological states like epilepsy or chronic pain [3].
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Graph Degeneracy and Orthogonal
Vector Representations
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Abstract

We apply a technique of Sinkovic and van der Holst for constructing or-
thogonal vector representations of a graph whose complement is a k-tree to any
graph whose complement has degeneracy k.
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symmetric matrix
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Abstract

In this talk, we are concerned with the accuracy of computed eigenvalues
and eigenvectors in the eigenvalue problem

Ax = A\, AeR™"™  XeR, xeR"\{0},

where A is symmetric, A is an eigenvalue, and x is an eigenvector corresponding
to A. Let k < n, and P € R"** and B € R¥** satisfy AP = PB, where B is not
necessarily diagonal. The eigenvalues of B are those of A, and span(P) is called
the invariant subspace of A corresponding to these eigenvalues. The eigenvectors
of A corresponding to these eigenvalues are included in this subspace.

We consider computing verified error bounds for all numerically obtained
(approximate) eigenvalues and eigenvectors, in which all the possible rounding
and truncation errors have been taken into account. Algorithms for computing
such error bounds have been proposed in [1, 2, 3]. The algorithms in [1, 3] are
applicable even when A is non-symmetric, give error bounds for approximate
eigenvectors when the corresponding eigenvalues are well-separated, and provide
error bounds for approximate basis of invariant subspaces when the eigenvalues
are closely clustered. Although the algorithm in [2] is applicable only when A
is symmetric, this algorithm involves only four floating-point matrix multipli-
cations and does not involve other procedures requiring cubic complexity. On
the other hand, when the eigenvalues are closely clustered, this algorithm does
not give error bounds for approximate eigenvectors and/or basis of invariant
subspaces.

This talk has two purposes. The first purpose is to present a theory for
computing error bounds for approximate basis of invariant subspaces when A is
symmetric and the eigenvalues are closely clustered. The second purpose is to
propose an algorithm for computing error bounds for all approximate eigenval-
ues, and approximate eigenvectors or basis of invariant subspaces. We develop
this algorithm by combining the algorithm in [2] and the presented theory. Par-
ticular emphasis is put on the computational cost of the proposed algorithm.
Additional procedures requiring cubic complexity are unnecessary for computing
error bounds for approximate basis of invariant subspaces. As a consequence,
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the proposed algorithm also involves only four floating-point matrix multiplica-
tions and does not involve other procedures requiring cubic complexity. We see
from results of numerical experiments that the proposed algorithm was faster
than the algorithms in [1, 3].
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Abstract

It is known that there is an alternative characterization of characteristic vertices
for trees with positive weights on their edges via bottleneck matrices and Per-
ron branches. In this talk, we will consider trees with matrix edge weights and
discuss the existence of characteristic-like vertices in terms of bottleneck ma-
trices and Perron branches. Furthermore, we also obtained a relation between
characteristic-like vertices and the first non-zero Laplacian eigenvalue.
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Abstract

Roots of a nonnegative matrix (if they exist,) may or may not be nonneg-
ative. The matrix exponential A = e? of an (essentially) nonnegative matrix
B is indeed a nonnegative invertible matrix all of whose nonnegative powers
At = e'B (t > 0) are, clearly nonnegative, too. The converse is also true, as
shown recently by Van-Brunt [1]: If A is an invertible nonnegative matrix all of
whose roots exist and are nonnegative, then there exists a nonnegative matrix
B such that A = e®. We refer to such an A as a strongly infinitely divisible ma-
trix (A € SIDM). An inverse M-matrix is a particular example of an SIDM.
Inverse M-matrices play an important role in this study.

In this talk, we discuss certain operations that leave SIDM invariant, ex-
amine submatrices of SIDM'’s, discover an intimate connection of SIDM’s and
their roots to P-matrices and eventually nonnegative matrices. Further, we will
discuss Hadamard/Kronecker products of SIDM'’s, monotonicity of roots of
SIDM’s and eigenvalues of SIDM’s.
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Abstract
Let f: C" — C" be a linear transformation defined over the complex field
and Hinv(f) the lattice of the hyperinvariant subspaces of f (that is, the set
of linear transformations commuting with f).
We study the linear transformations whose lattices of hyperinvariant subspaces
are isomorphic to Hinv(f). Our work is inspired by [1]. The results are
essentially combinatorial.
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Abstract

PDDSparse is a new implementation of probabilistic domain decomposition
aimed at computing the solution of elliptic PDEs with superior scalability. This
promising performance is achievable by mixing the Feynman-Kac probabilistic
representation of the BVP with a linear interpolator. As a result of this way of
proceeding, the solution of the BVP on the interfaces is posed as the solution
of a sparse linear system of equations with stochastic coefficients computed via
Monte Carlo methods. In this talk we will give an insight into the heuristics that
allow us to argue that this linear system is invertible. We will also portray how
the closeness of the linear system’s matrix structure to an M-matrix provides
us with a polynomial preconditioner. Furthermore, resorting to the stochas-
tic representation of the initial problem, a threshold to the matrix condition
number and its dependence on the domain discretization will also be estimated.
Numerical experiments supporting these investigations will be shown during the
presentation.
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Abstract
In this talk, we will discuss a procedure to lift Rosenthal’s decoding algorithm
[3] for convolutional codes, C, over a finite prime field F, to convolutional
codes, C, over the ring of modular integers Z/p"Z. Viewed such convolutional
code C as a linear dynamical system through (one of) its (equivalent) I/S/O
representation [2], we are able to generalize the natural approach described by
Babu and Zimmermann [1] for linear codes to the convolutional context.
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Abstract

Consider the linear system of equations Az = b, where A € R"™" b € R™
and x € R” is an unknown vector. Randomized Gauss-Seidel (RGS) method,
which is also known as the randomized coordinate descent method, was first
developed by Leventhal and Lewis [1], in which an improved approximation is
obtained by executing an exact line search in the direction of randomly chosen
e;, the jth column of the identity matrix. Leventhal and Lewis showed that
RGS method converges linearly in expectation to the least squres solution for
overdetermined systems (both consistent and inconsistent). If a linear system is
an underdetermined system (m < n), then one is often interested in finding the
solution with least norm, which is given by A™b. In [2], Ma et al. proved that
RGS may not converge to Afb for an underdetermined system. They proposed
an extension of RGS, known as the randomized extended Gauss-Seidel (REGS)
method, which converges for both underdetermined and overdetermined (con-
sistent /inconsistent) systems. Apart from the randomized selection rule, many
greedy selection rules also exist to choose the search direction, some determin-
istic and some randomized, for the coordinate descent method [3, 4].

In this particular work, we present the coordinate descent method in the
Petrov-Galerkin framework. The selection of the search subspace, which is of
dimension 2, is done in a greedy manner. We name the proposed method as
the 2-D maximal residual Gauss-Seidel (D2MRGS) method. Convergence is
analysed for the stated method and numerical experiments are provided to
demonstrate its efficiency. As compared to existing methods, the D2MRGS
has two clear advantages additional to the observations that it is faster than
the randomized versions. Firstly, in case of block methods one has to deal with
pavings, which is not required in our method. Other than that, all calculations
necessary for the execution of our method can be easily achieved algebraically,
which is not usually the case with block versions using higher dimensions. Also,
the convergence bound provided in our analysis is scalable in the sense that if
higher dimensional subspaces are chosen, the bound gets as many times smaller.
However, executions in such cases may become cumbersome.
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For underdetermined systems, we perform an extension in the lines of the
REGS. But in our case we perform it in a greedy manner similar to the D2MRGS.
Again, we prove that our method converges to ATb and put forward numerical
examples showing the same.
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Abstract

With the recent emergence of mixed precision hardware, there has been a
renewed interest in its use for solving numerical linear algebra problems fast
and accurately. The solution of least squares (LS) problems min, ||b — Az||2,
where A € R™*"™ arise in numerous application areas. Overdetermined stan-
dard least squares problems can be solved by using mixed precision within the
iterative refinement method of Bjorck, which transforms the least squares prob-
lem into an (m+n) x (m+n) “augmented” system. It has recently been shown
that mixed precision GMRES-based iterative refinement can also be used, in an
approach termed GMRES-LSIR. In practice, we often encounter types of least
squares problems beyond standard least squares, including weighted and gener-
alized least squares, min, [|[D'/?(b — Ax)||o, where D'/? is a (diagonal) matrix
of weights. In this talk, we discuss a mixed precision GMRES-LSIR algorithm
for solving these problems.

Acknowledgements: Work supported by the Charles University Research
Program No. UNCE/SCI/023, GAUK project No. 202722, and the Exascale
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of Energy Office of Science and the National Nuclear Security Administration.

202 Madrid, Spain, 12-16 June 2023




25™ Conference of the International Linear Algebra Society (ILAS 2023)

Partial Smoothness of the Numerical Radius at Matrices
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Abstract

Solutions to optimization problems involving the numerical radius often be-
long to the class of “disk matrices”: those whose field of values is a circular
disk in the complex plane centered at zero. We investigate this phenomenon
using the variational-analytic idea of partial smoothness. We give conditions
under which the set of disk matrices is locally a manifold M, with respect to
which the numerical radius r is partly smooth, implying that r is smooth when
restricted to M but strictly nonsmooth when restricted to lines transversal to
M. Consequently, minimizers of the numerical radius of a parametrized matrix
often lie in M. Partial smoothness holds, in particular, at n x n matrices with
exactly n — 1 nonzeros, all on the superdiagonal. On the other hand, in the
real 18-dimensional vector space of complex 3 X 3 matrices, the disk matrices
comprise the closure of a semi-algebraic manifold £ with dimension 12, and the
numerical radius is partly smooth with respect to L.
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Abstract

In this work, we consider the completely positive matrix factorization problem
where, given a symmetric matrix, one tries to find a Cholesky-type factorization
with an entrywise nonnegative factor. To deal with this problem, we propose
a proximal alternating minimization procedure. In each iteration, our method
splits the original factorization problem into two optimization subproblems, the
first one being a orthogonal procrustes problem, which is taken over the or-
thogoal group, and the second one over the set of entrywise positive matrices.
We present both a convergence analysis of the method and favorable numerical
results

Acknowledgements: H arry Oviedo was financially supported by the Fac-
ulty of Engineering and Sciences, Universidad Adolfo Ibanez, through the FES
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Abstract

A real square matrix A is called a @Q-matrix if LCP(A,¢) has a solution
for all ¢ € R™, i.e., for every vector ¢, there exists an x € R™ such that = > 0,
Ax+q > 0and 27 (Az+q) = 0. A well known result states that a Q-matrix with
nonpositive off-diagonal entries is inverse nonnegative. In this talk, we shall look
at properties of two classes of matrices that extend the inverse nonnegativity of
the @-matrices to the generalized inverse of a matrix. We shall also look at a
new result for the class of ()-matrices.
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theorems and its application to
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Abstract

The classical Korovkin theorem, due to P.P. Korovkin has many generaliza-
tions and analogues to different settings and applications to various branches
of science (See [3]). A quantitative form of the Korovkin’s theorem obtained
by O. Shisha and B. Mond in 1968 [5] gives the rate of convergence of the ap-
proximation process utilizing the modulus of continuity. Recently, Yusuf Zeren,
Migdad Ismailov and Cemil Karacam obtained a Korovkin-type theorem in the
setting of Banach function spaces in [6]. An operator version of Korovkin’s
theorem is obtained by Dumitru Popa [4]. We proved quantitative versions of
these results and applied our theorem to various examples in [2]. An important
application of this result to the preconditioners of Toeplitz linear systems is also
given there. In this talk, I plan to discuss these recent developments and other
related problems concerning the convergence of preconditioned linear systems.
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Abstract

Embedding-based techniques for data representation learning have become
increasingly important and have been applied to various data types such as
text, knowledge graphs, and images. The embedding methods learn semantic
information from the data and project it onto a low-dimensional vector space
while preserving relational information. In many cases, even from a single data
source, multiple types of data objects are present. Furthermore, with the re-
cent advancements in supervised machine learning, human-annotated labels are
often available for clustering and classification of these data. In this context,
learning embeddings from multi-type data, where different types coexist, has
been a difficult problem to solve. Latent Semantic Indexing (LSI) [5] was an
early attempt to represent objects in vectors of the same length. Various recent
methods have also been proposed to address this problem in specific contexts,
such as Doc2vec [1] and PTE [2] for textual data and metapath2vec [3] for het-
erogeneous networks. However, they have limitations when it comes to learning
semantic proximity between objects with different types because they fail to
ensure that the learned spaces are in a common basis. This paper introduces a
new method for learning co-embeddings from multi-type data using integrated
symmetric nonnegative matrix factorization. The method integrates multi-type
relational data into a symmetric collective data matrix and uses the SymNMF [4]
formulation to represent co-embeddings of the data. Additionally, the proposed
method incorporates semi-supervision with a constraint that imposes partial
label information, in a similar manner as proposed in MEGA [9], thereby fully
utilizing the available label information for clustering.

With the given collective symmetric nonnegative data matrix, the proposed
method in this research decomposes the SymNMF formulation of a given sym-
metric nonnegative data matrix into a JointNMF [8] formulation, solving multi-
ple symmetric and standard NMF problems with shared factor matrices simulta-
neously. It utilizes a block coordinate descent algorithm [6, 7] to solve nonnega-
tive least squares problems and is evaluated on several benchmark datasets. The
results demonstrate that the proposed method outperforms existing embedding
methods for clustering and classification.
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Abstract

The inf-sup stable Taylor-Hood finite element is widely used when solving
Stokes and Navier—Stokes problems. Typically mass is conserved only in a weak
sense for Taylor—-Hood elements, which can impact the accuracy of solutions.
One approach to improving mass conservation properties is to simply augment
the Taylor-Hood pressure approximation with piecewise constant functions [1,
2]. The resulting pressure approximation is locally conservative, but the richer
pressure approximation space has consequences for the solution of the resulting
linear system(s), e.g., a singular coefficient matrix and pressure mass matrix.
This talk will describe these challenges, and will discuss ways of recovering
efficient iterative solvers for Stokes and Navier—Stokes discretisations.
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Abstract

We consider a vibrational system control problem over a finite time hori-
zon. The performance measure of the system is taken to be p-mixed Hy norm
which generalizes the standard Hy norm. We present an algorithm for efficient
calculation of this norm in the case when the system is parameter dependent
and the number of inputs or outputs of the system is significantly smaller than
the order of the system. Our approach is based on a novel procedure which
is not based on solving Lyapunov equations and which takes into account the
structure of the system. We use a characterization of the Hy norm given in
terms of integrals which we solve using adaptive quadrature rules. This enables
us to use recycling strategies as well as parallelization. The efficiency of the new
algorithm allows for an analysis of the influence of various system parameters
and different finite time horizons on the value of the p-mixed Hy norm. We
illustrate our approach by numerical examples concerning an n-mass oscillator
with one damper. Additionally, we show preliminary new results for the case
with multiple dampers.
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Abstract

Let H € C™™ be Hermitian and Sy, S1,...,Sr € C™" be symmetric matri-
ces. We consider the problem of maximizing the Rayleigh quotient of H with
respect to certain constraints involving symmetric matrices Sg, S, ..., Sk. More
precisely, we compute

v*Huv
Mhsgsy...sk (H7 507517 .. 7Sk) = Sup{ v* 0

cveC™\ {0}, vTSiv=0
forz':(),...,k}, (P)

where T" and * denote respectively the transpose and the conjugate transpose
of a matrix or a vector.

Such problems occur in stability analysis of uncertain systems and in the
eigenvalue perturbation theory of matrices and matrix polynomials [1, 2]. The
p-value of M € C™™ with respect to perturbations from the structured class
S C C™™ is denoted by pus(M) and defined as

ps(M) := (inf {|A| : AeS, det(I, — AM)=0})"",

where I,, is the identity matrix of size n xn and || -|| is the matrix spectral norm.
A particular case of problem (P) with only one symmetric constraint (i.e., when
k = 0) is used to characterize the p-value of the matrix under skew-symmetric
perturbations [2]. Indeed, when S is the set of all skew-symmetric matrices of
size n x n, M. Karow in [2] showed that

s (M) = (mps, (H, S0))?, where H = M*M and Sy = M + M7.

212 Madrid, Spain, 12-16 June 2023



25™ Conference of the International Linear Algebra Society (ILAS 2023)

Moreover, an explicit computable formula was obtained for mys, (H, Sp) in [2,
Theorem 6.3] and given by

sy (H, So) = inf Az(ltgo t%OD, (1)

t€[0,00)

where A2(A) stands for the second largest eigenvalue of a Hermitian matrix
A. However, the solution to the problem (P) with more than one symmetric
constraint is not known.

We derive an upper bound for (P) in terms of minimizing the second largest
eigenvalue of a parameter-depending Hermitian matrix. The upper bound is
shown to be equal to the exact value of the supremum in (P) if the eigenvalue
at the optimal is simple. The results are then applied to derive computable
formulas for the structured eigenvalue backward errors of matrix polynomials
under consideration. Numerical experiments suggests that our results [5] give
better estimation to the supremum in (P) than the one obtained in [4]. This
paper [5] is published in Linear Algebra and its Applications.
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Abstract

We introduce and study the envelope of a given square complex matrix, that
is, an envelope-type region in the complex plane that contains the eigenvalues
of the matrix. This set is the intersection of an infinite number of regions
defined by cubic curves. The method of its construction extends the notion
of the numerical range, which is known to be an intersection of an infinite
number of half-planes. As a consequence, the envelope is contained in the
numerical range and represents an improvement in localizing the spectrum of
the matrix. The envelope is compact but not necessarily convex or connected,
and its connected components have the potential of isolating the eigenvalues
of the matrix. We study its geometry, boundary, and number of components,
and also examine the envelope of normal matrices and similarities. Moreover,
we obtain symmetries of the envelope of a tridiagonal Toeplitz matrix, and
explicity characterize envelopes of block-shift matrices, Jordan blocks and two-
by-two matrices.
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Abstract

Alfred Horn’s conjecture on eigenvalues of sums of Hermitian matrices was
proved more than 20 years ago. In this talk we raise the problem of, given
an n-tuple v in the solution polytope, constructing Hermitian matrices with the
required spectra such that their sum has eigenvalues ~.
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Abstract

A matrix game is known to be a completely mixed game, if all the optimal
pairs of strategies of the game are completely mixed. In this paper, we prove
that a matrix game A with value zero is completely mixed if and only if the value
of the game associated with A 4+ D, is positive for all 7, where D; is a diagonal
matrix whose i'" diagonal entry is 1 and else 0. Our result provides a new
characterization extending the result of I. Kaplansky (1945). Further, we also
provide a few characterizations for a game associated with an odd-ordered skew-
symmetric matrix to be completely mixed. We also show that if A is an almost
skew-symmetric matrix and the game associated with A has the value positive,
then A+D; € Q for all i, where Dj is a diagonal matrix whose i/ diagonal entry
is 1 and else 0. Skew-symmetric matrices and almost skew-symmetric matrices
with value positive are Py and )y and hence these are processable by Lemke’s
algorithm.
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Abstract
Let p1 < p2 < - < p, be positive numbers, then for any integer m the Loewner
m_  mn
matrix associated with the function z™ is given by L,, = [%} A
iTPi 14 5=1

question was left open in a paper [1] by Bhatia, Friedland and Jain to find
formulas for the determinants of the matrices L,,, in the case n = 3. We aim to
answer this question firmly in terms of the Schur polynomials in this paper.
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Abstract

A graph is a cograph if and only if it has no induced path on 4 vertices.
The twin reduction graph of a cograph G is denoted by Rg. We describe the
Laplacian eigenvalues and eigenvectors of a cograph GG using R¢ and characterize
the cographs with even and odd integer eigenvalues, respectively. Further, we
provide a complete description of the Laplacian spectrum of H-join of graphs
when H is a cograph and obtain bounds for the algebraic connectivity of such
graphs.
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There is a close relation between convolutional codes and linear systems.
This connection between both has already been established and analysed widely
by several authors [4, 5, 6, 7]. From a systems theoretic point of view, a con-
volutional code is a submodule C of F[z]" (see [8]), where F|z] is the ring of
polynomials in the variable z and coefficients in a finite field F. Since F[z] is a
principle ideal domain, a convolutional code C has always a well-defined rank k,
and there exists G(z) € F[z]"**, of rank k, such that (see [10])

C = impp,) (G(2)) = {v(2) € F[z]" | v(2) = G(2)u(z) with u(z) € F[2]*}

where u(z) is the information vector, v(z) is the corresponding codeword
and G(z) is the generator of C. If G(z) € F[z]"*¥ is a generator matrix of C
and U(z) € F[z]*** is unimodular, then G(2)U(z) is also a generator matrix of
C. Therefore, the maximum degree of the k x k minors of all generator matrices
of C is the same, and it is called the degree of C.

On the one hand, a rate k/n convolutional code C of degree ¢ can be described
by a time invariant linear system (see [9])

i1 = Az, + Buy Ty, B -
yt:th+Dut}’ Ivt_|:u,t , t=0,1,2,..., x =0, (1)

where A € F*m B e Fmxk ¢ e Fr=kxm and D € F»—kxk  We say
that (A, B, C, D) is an input-state-output (ISO) representation of G(z) of
dimension m. Moreover, it is called minimal when m = 9.

On the other hand, a rate k/n convolutional code C of degree § can be
described from the first-order representation (see [5])

C={v(z) e Flz]" | Fx(z) € F[2]° : zKx(z) + Lx(z) + Mv(z) = 0},

where K, L € FO+n=F)xd and M € FOO+n—k)xn_ The triple (K, L, M) is known
as a first-order representation of C.

As far as we are aware, obtaining a minimal ISO representation of a convo-
lutional code implies the use of a first-order representation in a long process. In
this paper, we present an algorithm to construct a minimal ISO representation
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for a convolutional code, using its generator matrix directly without using a
first-order representation.

Moreover, the combination of codes can yield a new code with better prop-
erties; such combinations have been widely used in coding theory in different
forms [1, 2, 3]. We shall focus on the so-called product codes. More concretely,
using the algorithm given in this paper, we provide an ISO representation of
the product convolutional code based on an ISO representation of each one of
the convolutional codes involved in the product.
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Abstract

We consider the problem of approximating the von Neumann entropy of a
large, sparse, symmetric positive semidefinite matrix A, defined as the trace of
—Alog A. After establishing some useful properties of this matrix function, we
consider the use of both polynomial and rational Krylov subspace algorithms
within two types of approximations methods, namely, randomized trace estima-
tors and probing techniques based on graph colorings. Numerical experiments
on density matrices of different types of networks illustrate the performance of
the methods.
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Abstract

The hyperbolic singular value decomposition (HSVD) was introduced in [1],
motivated by some signal processing applications such as the so-called covariance
differencing problem. Given A € R™*"  the formulation of the HSVD is similar
to that of the SVD, except that U is orthogonal with respect to a signature
matrix,

A=UXV*, U*QU = Q, (1)

where 2 = diag(+£1) is an m X m signature matrix provided as input, while Q
is another signature matrix obtained as part of the solution. Sometimes U is
said to be a hyperexchange matrix, or also an (€2, Q)—orthogonal matrix. With
each singular triplet (o;,u;,v;), there is an associated sign @; (either 1 or —1),
the corresponding diagonal element of €.

This problem can be solved via an equivalent eigenvalue problem, for instance
one of the following cross-product eigenproblems,

A*QAvl = O'Z'QL:JZ‘Ui, (2)

We will also discuss an alternative formulation with an eigenvalue for the cyclic
matrix of order m + n.

We are interested in the case of large-scale, sparse A. In that case, the above
eigenproblems can be approached either by standard Lanczos tridiagonalization
or by a symmetric-indefinite Lanczos recurrence (pseudo-Lanczos). Alterna-
tively, we derive a pseudo-Lanczos recurrence for the bidiagonalization of A in
order to preserve the HSVD structure in the projected problem.

The methods are implemented in SLEPc, the Scalable Library for Eigenvalue
Problem Computations [2]. In the case of bidiagonalization, we show how the
pseudo-Lanczos method can be supplemented with a thick restart mechanism
that preserves the structure, in a similar way as was done in [3] for generalized
symmetric-indefinite eigenvalue problems.
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Abstract

In this talk, we consider a multi-approximation problem on the set of pos-
itive semi-definite matrices that comes from finite-dimensional frame theory.
Specifically, given a (finite) sequence ®° = {F?}™,, with F? € C%*" and a
non-increasing sequence of positive weights o = («;)_;, our purpose is to char-
acterize the best approximants ® = {F;}™ ; of ®Y among the set D(«, d) of the
so-called («, d)-designs, (where d = (d;)7 ). That is, sequences ® = {F;}",
such that F; € C4*™ and > || fix|? = ak, where fi ) is the k£ column of
F;.

The search of optimizers is done by minimizing the (squared) Joint Frame
Operator Distance:

O(P) = ) IF)(F))* - BF|3.
i=1

In this talk, we will show a complete characterization of global and local
minimizers of © in D(«,d), obtained from results in [1]. It allows us to extend
the solution of Strawn’s conjecture proved in [2] to a multivariate setting.
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Abstract

Let I' be an undirected graph with vertices vq,...,v,. A matrix M with
entries in a field F represents T if the off-diagonal entries of M correspond to
edges of I' in the sense that M;; # O if and only if v; and v; are adjacent in
I'. There are no conditions on the diagonal entries of M. The minimum rank
problem for graphs asks for the minimum rank of a matrix representing a given
I', over a specified field. If the field F is finite, then the number of matrices
representing a given graph over F is finite, and one may investigate the wider
question of the distribution of their ranks.

Every symmetric n X n matrix represents a graph on the ordered vertex set
(v1,...,v,). Over any finite field except Fy, the number of n x n matrices of
rank k is an increasing function of k, for 0 < k < n. Over Fs, there are fewer
matrices of rank n than rank n — 1. Restricting to symmetric matrices changes
this picture slightly, but the numbers of symmetric n x n Fo-matrices are closely
matched, and coincide if n is odd. This suggests that there exist graphs whose
Fs-matrix representations of rank n — 1 outnumber those of rank n. A goal of
this project is to characterize graphs with this property. We present some inital
steps in this direction.
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Abstract

One of the most popular method for computing the matrix logarithm is a
combination of the inverse scaling and squaring method in conjunction with
a Padé approximation [1]. Recently, [2] presented Taylor based algorithm us-
ing matrix polynomial evaluation methods which are more efficient than the
Paterson—Stockmeyer method [3] in the sense of number of matrix-matrix mul-
tiplications. The maximum theoretical efficiency would allow evaluating a poly-
nomial degree 2* for cost k& matrix products (M), k = 1, 2, ... [3, Prop. 2],
denoted by the optimal degree. However, a nonlinear polynomial system must
be solved which may not have a solution, or even if a solution exist, it may be
numerically unstable [3, Sec. 3.1]. In [3, 4] the cases for optimal degrees 2*
with cost kM for k = 3, 4, are analytically solved. Other evaluation formulas
are used in [2]| for Taylor based approximations of the matrix logarithm with
costs greater than 4M, however, they are far from the optimal degree. In this
work the iterative approach from [5] is used with an objective to obtain an ac-
curate and efficient min—max approximations for costs greater than 4 M. A new
algorithm is provided generalizing a scaling and squaring method, maintaining
a high efficiency but also opening up to a relative backward error analysis. Sim-
ulations on benchmark matrices indicate that the new method is more efficient
than state-of-the-art codes with a higher accuracy in comparison to Padé-based
approaches.
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Abstract

Simplicial complexes K are generalizations of classical graphs. Their homol-
ogy groups Hj are widely used to characterize the structure and the topology
of data in chemistry, neuroscience, transportation networks, etc. Exploiting the
isomorphism between H, and so-called higher-order Laplacian operators Ly, [1],
our work investigates the less discussed question of the topological stability of
the complex K: how does H; change when some edges in K are perturbed?

By introducing suitable weighted graph operators Lj, the question is for-
mulated as a matrix-nearness problem, similar to [2], with a spectral objective
function that suitably takes into account potential homological pollution due
to eigenvalues inherited from previous groups Hy_1, Hr_2,... Given the initial
Laplacian operator L, we introduce a continuous flow over the edges of the
initial simplex and we develop a bi-level optimization procedure that computes
the nearest simplex (or, equivalently, the smallest edge perturbation 6W;) with
a different homology by integrating an alternated matrix gradient flow.

A main problem B

min W, that changes the topology

spectral inheritance

T (holes)  taeet
o@: 0[] B -
. 7 @)\ A+
a(Lo): [0 NERER
”
matrix-nearness

bi-level optimization

=
||z

problem (spectral)

The developed numerical method is extensively tested on synthetic and real-

life datasets; detailed theoretical background and the full optimization frame-
work are provided in [3].
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Abstract

The following problem will be discussed: Given a nonconstant noncommu-
tative polynomial f with coefficients from a field F', is it then true that, for any

sufficiently large n, every traceless n x n matrix T" over I is a difference of two
elements from f(M,,(F))?
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Abstract

Spectral clustering is a well-known technique which identifies k£ clusters in
an undirected graph with weight matrix W € R™*™ by exploiting its graph
Laplacian

L(W) = diag(W1) — W, 1=(1,...,1)7 e R,

whose eigenvalues 0 = A1 < Ay < --- < A, and eigenvectors are related to
the k clusters. Since the computation of A1 and A, affects the reliability of
this method, the k-th spectral gap A\x+1 — g is often considered as a stability
indicator. This difference can be seen as an unstructured distance between
L(W) and an arbitrary symmetric matrix L, with vanishing k-th spectral gap.

A more appropriate structured distance to ambiguity such that L, represents
the Laplacian of a graph has been proposed in [1]. Slightly differently, we
consider the objective functional

F(A) = X1 (LW + A)) = A (LW + A)),

where A is a perturbation such that W + A has non-negative entries and the
same pattern of W. We look for an admissible perturbation A, of smallest
Frobenius norm such that F'(A,) = 0.

In order to solve this optimization problem, we exploit its low rank under-
lying structure. Similarly to [2], we formulate a rank-4 symmetric matrix ODE
whose stationary points are the optimizers sought. The integration of this equa-
tion benefits from the low rank structure with a moderate computational effort
and memory requirement, as it is shown in some illustrative numerical examples.
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Abstract

A seminal result of Gerstenhaber gives the maximal dimension of a vector
space of nilpotent matrices. It also exhibits the structure of such a space when
the maximal dimension is attained. Some extensions of this result to vector
spaces of matrices with a bounded number of eigenvalues have also been studied.
In the talk we consider the most general case. For any positive integers n and
k < n we give the maximal dimension of a vector space of n x n matrices with
no more than k eigenvalues, which proves the conjecture proposed by Loewy
and Radwan. We also describe the structure of such spaces when the maximal
dimension is attained.
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Abstract

Network coding is a part of information theory that describes a method
to maximize the rate of a network, which is modeled by a directed acyclic
multigraph, with one or multiple sources and multiple receivers. The key point of
this method is allowing the intermediate nodes of the network to transmit linear
combinations of the inputs they receive [1]. The algebraic approach given in [5],
provided a rigorous mathematical setup for error correction when coding in non-
coherent networks. In this setting, the transmitted messages (codewords) are
vector subspaces of a given vector space Fy, where I, is the finite field of ¢
elements and a subspace code is a collection C of vector subspaces of Fy. If
all subspaces of C have the same dimension, C is called constant dimension
code. Given two vector subspaces of [y, ¢ and V, their subspace distance
is defined as dg(U,V) = dimU) + dim(V) — 2dim(U N V). If C is a constant
dimension code, d(C) will be an even number (see more details in [9]).

Consider the general linear group GL(n, q), and the Grassmannian G,(k, n),
which is the set of all k-dimensional vector subspaces of Fy. The action of
GL(n, ¢) on G4(k, n) provides a relevant way of constructing constant dimension
codes as orbits under the action of some specific subgroup of GL(n,q), called
orbit codes [10]. Most of the bibliography about these codes focus on the use
of cyclic subgroups of GL(n,q), called cyclic orbit codes. Particularly, we
can find several works on spread codes with an orbital structure provided by a
cyclic group [6, 7]. A spread code is a constant dimension code such that all
its elements intersect pairwise trivially and their union covers the whole vector
space. These codes are clearly a relevant family of constant dimension codes
since they reach the maximum distance and, at the same time, the maximum
size for that distance [8].

Our objective is focused on the study of orbit codes associated to other types
of subgroups of the general linear group. As a first step, in [4] authors approach
the study of orbit codes through the action of Abelian non-cyclic subgroups of
GL(n, q), giving an specific construction of maximum distance. Since then, other
authors have carried on with this research topic [2, 3]. Nevertheless, as far as
we know, the only construction about spread codes obtained through the action
of a non-cyclic Abelian group is in [3]. In this paper we analyse in more detail
these codes. Specifically, we generalise the results obtained in [3]. For an even
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integer n and k a divisor of n, we construct an Abelian non-cyclic orbit code of
[y, of dimension k£ having maximum distance. In this particular construction, we
use block matrices composed of companion matrices of a primitive polynomial
and identity matrices. Then, we achieve to complete this orbit code with a nice
family of k-subspaces of F in such a way the resulting code is a k-spread of Fy.
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Abstract

The g-Hermite I polynomials are a particular case of the Al-Salam-Carlitz I
orthogonal polynomials with parameter a = —1, and q stands for their unique
parameter, for which we assume that 0 < g < 1, which means that they be-
long to the class of orthogonal polynomial solutions of certain second order
g-difference equations, known in the literature as the Hahn class. Here we con-
sider a Sobolev-type perturbation of the g-Hermite I inner product, giving rise
to the so-called ¢-Hermaite I-Sobolev type orthogonal polynomials of higher or-
der. Tt is well known that these kind of Sobolev-type polynomial families satisfy
higher-order recurrence relations which can be expressed as certain high-order
banded symmetric semi-infinite matrix. In this work we present a three term
version of the aforementioned high-term recurrence formula, but considering
rational functions as coefficients, and we also propose the corresponding three
diagonal Jacoby-type matrix with entries depending on the variable x.

Acknowledgements: The work of EJH, AL and ASL is supported by Direccién
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MCIN/AEI/10.13039/501100011033 and the European Union “NextGenerationEU’
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Abstract

Determining the spectrum of a square matrix A over a field, one of the
fundamental problems in linear algebra, is generally frustratingly hard. The
problem itself is simple to formulate, just find the scalars A such that Av = A\v
for some nonzero vector v. The problem has an obvious algebraic formulation,
simply find the roots of the characteristic equation, det(A\I — A) = 0. As we
know, however, accurately constructing the characteristic equation can be com-
putationally expensive, finding its exact roots is generally impossible, and even
finding approximate roots can be computationally challenging.

When faced with a surprisingly hard problem, mathematicians often retreat
to working on a related, easier problem. For the spectral problem, one manner of
retreat is to restrict the class of matrices, which one hopes will lead to an easier
problem to solve, even if the results only apply to a smaller set of matrices. One
way to restrict the class of matrices is by requiring that the eigenvalues satisfy
a stronger condition than the characteristic equation, such as A2 — A = 0, or
A — X = 0 for some positive integer k, or even A\*¥ — \¢ = 0 for some positive
integers k and /.

This idea of imposing an algebraic restriction on the spectrum can be redi-
rected away from eigenvalue equations towards algebraic equations involving
the matrices themselves. Simple examples are A2 = Allor A*¥ = A, or even
AF = A’ where k and ¢ are positive integers. If one is going to look at the
consequences of satisfying a matrix polynomial, why stop with just the matrix
A? What about A* = AT or A¥* = A*? Why stop with just matrices derived
from A? One could examine the spectral consequences of requiring PA = AP
or PA = A*P for some very special matrix P. Going further with this idea,
recent work has explored matrices satisfying RA*T = AR for a class of special
matrices R and where s is a nonnegative integer.

In this talk, I will review some of the spectral results associated with RA*™ =
AR where R* = I for some positive integer k, and examine extensions to to the
generalization RAST = AR where R* = I for some positive integers k and .
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Abstract

Let B(H) be the algebra of all bounded linear operators on infinite dimen-
sional complex seperable Hilbert space H. An operator T € B(H) is said to
satisfy property (UWg) if 0,(T) \ ouw(T) = E(T), where 04(T), 04, (T) and
E(T) denote the approximate specturm, the upper semi-Weyl spectrum and the
set of isolated eigenvalues of T' respectively. Here we study property (UWpg) for
Toeplitz operators T}, defined on the Hardy space H2(T) of the unit circle 7 in
C where the symbol ¢ € L*°(T) or ¢ is a continuous symbol. In particular, we
study stability of property (UWg) under compact perturbation for functions of
Toeplitz operators.
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Abstract

Multigrid methods are frequently used when solving systems of linear equa-
tions, applied either as standalone solvers or as preconditioners for iterative
methods. Within each cycle, the approximation is computed using smoothing
on fine levels and solving on the coarsest level.

With growth of the size of the problems that are being solved, the size of
the problems on the coarsest grid is also growing and their solution can become
a computational bottleneck. In practice the problems on the coarsest-grid are
often solved approximately, for example by Krylov subspace methods or direct
methods based on low rank approximation; see, e.g., [1, 2]. The accuracy of the
coarsest-grid solver is typically determined experimentally in order to balance
the cost of the solves and the total number of multigrid cycles required for
convergence.

In this talk, we present an approach to analyzing the effect of approximate
coarsest-grid solves in the multigrid V-cycle method for symmetric positive defi-
nite problems. We discuss several stopping criteria derived based on the analysis
and suggest a strategy for utilizing them in practice. The results are illustrated
through numerical experiments.
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Abstract

A signed graph is a pair (G, X), where G is an undirected graph (we allow
parallel edges but no loops) and ¥ C E(G). The edges in ¥ are called odd,
while the other edges are called even. If (G, X)) is a signed graph with vertex-set
V ={1,...,n}, S(G,X) is the set of all real symmetric n x n matrices A = [a; ;]
with a; ; > 0 if ¢ and j are adjacent and connected by only odd edges, a; ; < 0
if 7 and j are adjacent and connected by only even edges, a; ; € R if ¢ and j are
adjacent and connected by both even and odd edges, a; ; = 0 if ¢ and j are not
adjacent, and a; ; € R for all vertices i. The parameter (G, X) is defined as the
largest nullity of any positive semidefinite matrix A € S(G,Y) satisfying the
Strong Arnold Hypothesis. This invariant is closed under taking minors. Arav,
Hall, van der Holst, and Li gave a forbidden minor characterization of the class
of signed graphs (G, %) with v(G,Y) < 2. In this talk we present a topological
characterization of the class of signed graphs (G, X) with v(G, %) < 2.
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Abstract
We consider the MEP A(x,\) =0

(Ao + A1 A1 + XA+ -+ A A1n)x1 =0,

: (1)
(AnO + )\1An1 + )\2An2 + -+ )\nAnn)Xn - 07

where A;; € C™*™i ||x;lla = 1 for ¢,j = 1,2,---,n; A = (A,---,\,) and
X =X ®---®x, are eigenvalue and eigenvector, respectively.
In [1], the (1) is associated with the following simultaneous eigenvalue prob-
lem (SEP)
)\1AOX = A1X,
. (2)
AAox = A, X.

If the MEP (1) is nonsingular, i.e., the associated matrix Ag is nonsingular,
the eigenvalues of (1) agree with the eigenvalues of (2). However, several practi-
cal problems yield singular MEPs, which is still a challenge to current numerical
methods.

In [2], a total degree homotopy method for general MEPs, including singular
ones, is proposed. However, the method suffers from generating invalid paths,
which becomes a significant obstacle for large sparse problems.

We propose a homotopy continuation method overcoming this obstacle by
exploiting the sparse structure of coefficient matrices for general MEPs. For
large sparse problems, our method generates significantly less invalid paths than
method in [2].
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Abstract

In the context of spectral solution methods for partial differential equations on
metric graphs, the efficient computation of quantum graph spectra is of utmost
importance. Under a quantum graph, we here for simplicity understand a metric
graph equipped with the negative second order derivative acting on each edge
and Neumann-Kirchhoff coupling conditions at the vertices. The spectrum of
the quantum graph is then understood as the spectrum of the differential oper-
ator acting on the metric graph.

The special situation where all edges in the graph have the same length has been
discussed in [1] using a well-known connection of quantum and combinatorial
graph spectra. For the general case, we show that we can relate the spectrum to
a so-called Nonlinear Eigenvalue Problem (NEP): Find eigenvalues A > 0 such
that a nontrivial v with

HMNv=0

exists. Interestingly, the size of the matrix H is given by the number of vertices
of the graph. The solutions of the NEP can be found as the roots of det(H(\))
applying for example the Newton-trace method [3] with suitable initial guesses.
To find these, we present a workflow to approximate non-equilateral graphs by
extended equilateral graphs [2]. Moreover, we investigate polynomial approxi-
mations of H and apply standard NEP solvers for polynomial problems.

Acknowledgements: This work was supported by Hypatia.Science, an ini-
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ematics and Computer Science of the University of Cologne.
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Abstract

The eigenvector-dependent nonlinear eigenvalue problem (NEPvV) is a special
type of eigenvalue problem where we seek to find k eigenpairs of a Hermitian
matrix function H : C™* — C™" that depends nonlinearly on the eigenvec-
tors itself. That is, we have to find V € C™* with orthonormal columns and
A € C** such that H(V)V = VA.

NEPv arise in a variety of applications, most notably in Kohn-Sham density
theory and data science applications such as robust linear discriminant analysis
[2]. A widely used algorithm to solve NEPv is the self-consistent field (SCF)
iteration, which originates from Kohn-Sham density theory.

In this talk, we want to view NEPv as the set of nonlinear matrix equations

Fvon = [N~ 74 =0 1)
and present a novel algorithm for solving this problem using Newton’s method.
Note that Newton’s method has been successfully applied to (1) in vectorized
form with the drawback of being relatively slow for larger problems due to the
quadratic growth of the size of the vectorized problem [1].

In our approach, we apply Newton’s method on a matrix level using the Fréchet
derivative of F' and exploit the structure of the problem by using a global
GMRES-approach to solve the Newton-update equation efficiently. This al-
lows us to solve larger problems without a significant slow down compared to
the SCF method.

We provide numerical results that show the performance of our algorithm on
NEPv originating from different applications. These results indicate that the
matrix-Newton approach can compete with SCF in terms of computational time

and accuracy.

Acknowledgements: The research that lead to this talk was initiated by a
joint work with Dr. Philip Saltenberger.
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Abstract

Multi-view clustering has been widely used in recent years in comparison to
single-view clustering, for clear reasons, as it offers more insights into the data,
which has brought with it some challenges, such as how to combine these views
or features. Most of recent work in this field focuses mainly on tensor repre-
sentation instead of treating the data as simple matrices. This permits to deal
with the high-order correlation between the data which the based matrix ap-
proach struggles to capture. Accordingly, we will examine and compare these
approaches, particularly in two categories, namely graph-based clustering and
subspace-based clustering. We will conduct and report experiments of the main
clustering methods over a benchmark datasets.
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Abstract

Let m,n > 2 be integers. Denote by M,, the set of n X n complex matrices.
Given a positive integer k¥ < n and a real number p > 2, the (p, k) norm of a
matrix A € M, is defined by

Sl

k

1Al (p.x) = [Z s;(A)

=1

)

where s1(A),...,sk(A) are the largest k singular values of A. We show that a
linear map ¢ : M,,,, — M,,, satisfies

Hd)(A(X) B)H(p,k) = HA X BH(p,k) forall A€ Mm and B € Mn
if and only if there exist unitary matrices U,V € M,,,, such that
P(A® B) =U(p1(A) @ p2(B))V  forall Ae M,, and B € M,,

where ¢, is the identity map or the transposition map X + X7 for s = 1, 2.
The result is also extended to multipartite systems.
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Abstract

One of the most popular method for computing the matrix logarithm is a
combination of the inverse scaling and squaring method in conjunction with
a Padé approximation [1]. Recently, [2] presented Taylor based algorithm us-
ing matrix polynomial evaluation methods which are more efficient than the
Paterson—Stockmeyer method [3] in the sense of number of matrix-matrix mul-
tiplications. The maximum theoretical efficiency would allow evaluating a poly-
nomial degree 2% for cost k& matrix products (M), k = 1, 2, ... [3, Prop. 2],
denoted by the optimal degree [4]. However, a nonlinear polynomial system
must be solved which may not have a solution, or even if a solution exist, it may
be numerically unstable [3, Sec. 3.1]. In [3, 5] the cases for optimal degrees 2¥
with cost kM for k = 3, 4, are analytically solved. Other evaluation formulas
are used in [2] for Taylor based approximations of the matrix logarithm with
costs greater than 4M, however, they are far from the optimal degree. In this
work the iterative approach from [4] is used with an objective to obtain an ac-
curate and efficient min—max approximations for costs greater than 4M. A new
algorithm is provided generalizing a scaling and squaring method, maintaining
a high efficiency but also opening up to a relative backward error analysis. Sim-
ulations on benchmark matrices indicate that the new method is more efficient
than state-of-the-art codes with a higher accuracy in comparison to Padé-based
approaches.
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Abstract

Vector majorization is a classical notion useful in many areas of mathematics
and its applications. There are many ways to define majorizations for real ma-
trices, generalizing the notion of vector majorization. Different types of matrix
majorizations have been applied to different areas of research. For example, di-
rectional majorization is useful in economics, while row-stochastic majorization
plays an important role in the theory of statistical experiments. We introduce a
new concept of majorization, which generalizes several existing notions of ma-
trix majorization, for the families of matrices. The motivation to study this
notion comes from mathematical statistics and involves the information con-
tent of experiments. We investigate properties of this order both of algebraic,
combinatorial, and geometric character. In particular, our results include: the
characterization of so-called minimal cover classes; properties of majorizations
on the sets of (0,1) and (-1,0,1) matrices; the characterization of matrix maps
preserving or converting majorizations.
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ABSTRACT

Last semester | taught a course on matrix theory, using the Problem Solving before
Instruction pedagogy.

In the beginning of each week problems were explained but not solved. They were due, as
homework, by the end of the week and in the beginning of the following week the solutions
were discussed and new problems were given.

In the talk | will give examples and describe what the students thought of this way of
learning.
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Abstract Magic tricks are a powerful tool to create interest into
mathematical subjects. From a historical point of view, the solution of linear
systems of equations has been presented as “magical” in old books. The
construction of magic squares is also related to linear algebra concepts, as well
as some tricks where the idea of basis plays an important role. In this talk we
shall pose some problems related to this topic that can be used as a
motivational tool in the classroom. We shall also perform a bunch of linear
algebra related magic tricks in order to show how this topics can be brought to
the classroom.
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Comparative Judgement and student
engagement with proof writing in linear
algebra

Anthony Cronin?

L School of Mathematics and Statistics, University College Dublin, Ireland
E-mail: anthony.cronin@ucd.ie

Abstract

In this talk I will describe a student-centred approach to engaging learn-
ers with proof writing and proof comprehension in a second university linear
algebra course for mathematics specialists. This novel approach makes use
of group-based activities, peer-to-peer feedback, and pairwise comparison of
student-generated proofs. By creating structured opportunities to repeatedly
engage in robust and meaningful mathematical discourse, we claim our novel
approach has scope to add variety and substance to the often narrow array of
assessment activities seen in similar classrooms. We present preliminary quan-
titative evidence for the construct validity of two tasks, alongside qualitative
evidence suggesting that these tasks led students to engage in productive math-
ematical discourse.

Acknowledgements: This is joint work with Dr Ben Davies from the Univer-
sity of Southampton in the UK
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A study of quadratic forms in Linear Algebra with
GeoGebra

André Lucio Grande !

1Universidade de Aveiro/Portugal

andreluciogrande@ua.pt

Abstract

This work aims to present several features of the GeoGebra software as a
technological tool for teaching quadratic forms in a Linear Algebra and Analytic
Geometry course, particularly in the study of Conic Sections and Quadric
Surfaces, highlighting their potential and possible contributions. Several studies
[1] and [2] present, discuss and highlight the use of technology and its
implications in the teaching and learning of Linear Algebra. The methodology
used in this work is characterized as being of the qualitative type, focusing on the
STEAM approach (Science, Technology, Engineering, Arts, and Mathematics),
which favors the discovery by students of the theory obtained through practice in
the construction of knowledge through the elaboration of conjectures, testing of
hypotheses and validation of results. In this research we will present two
activities: the first linked to the study of the ellipse equation and the other related
to the paraboloid (?) equation. As a result, we emphasize that in a dynamic,
interactive, and intuitive way, GeoGebra allows exploring the objects of study
both from an algebraic, geometric, and numerical point of view, greatly helping
the study of quadratic forms.

Joint work with Rui Duarte (University of Aveiro).

Acknowledgments: Work supported by University of Aveiro — Portugal.
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The power and the limits of
visualizations

Damjan Kobal

Department of Mathematics
Faculty of Mathematiucs and Physics
University of Ljubljana, Slovenia
E-mail: damjan.kobal@fmf.uni-1j.si

Abstract

Visualizations are an important part of mathematics explorations and es-
pecially of mathematics teaching and learning. Linear algebra stands at the
pivotal position of mathematics learning and right on the crosroads of exploring
analogies and generalizations rising from elementary geometric and proportion-
ality principles. Therefore, the intuitive value and power of visualizations are
even more important in linear algebra learning. Generally, when we consider
visualizations, we think about illustrative geometric presentations by different
graphs and scatches. In modern times computer illustrations present a great op-
portunity for a skilled teacher but also a challenging trap for careless or sloppy
approach. With modern technology it is much easier to manipulate student’s
attention then it is to motivate their understanding. We shall explore some
samples of good and motivating visualizations and some of the manipulative
implementations with little or negative teaching value.
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Linear Algebra Education Reform,
A Retrospective

Steven J. Leon

University of Massachusetts Dartmouth
E-mail: leonste@gmail.com

Abstract

In the United States, early Linear Algebra courses emphasized operator theory
and were mainly designed for Mathematics majors. Linear Algebra became a
standard required course for Mathematics majors in the 1960s. In the following
decades, more and more outside disciplines began requiring Linear Algebra and
it became increasingly clear that the existing courses were not well suited to the
vast majority of students. In this talk, we discuss early efforts to address this
problem and to reform linear algebra education. The talk will focus mainly on
the efforts of the Linear Algebra Curriculum Study Group, the ILAS Education
Committee, and the work done by the ATLAST Project. The speaker will
close with a few personal recommendations which are based on over 40 years of
experience teaching Linear Algebra.
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Exciting Eigenvectors:
Seeing is Believing

D. Steven Mackey', Fernando De Teréan?, Raf Vandebril®
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Abstract

There is a simple, inexpensive, easy-to-build, and easy-to-operate device
(adapted from [1]) that can be used in the classroom to demonstrate to stu-
dents the physical reality of eigenvectors. In this talk I will show you that
device, and tell a bit about how I have used this in various settings, both under-
graduate and graduate, since the 1980’s. Although I have used it primarily in
lecture/demonstration mode, there is considerable scope for adapting this to a
more hands-on, direct-engagement-by-students mode. I look to you, the linear
algebra community, to develop such adaptations. As time permits, we will also
hear about some preliminary classroom experiences with this device from Raf
Vandebril and Fernando De Teran.

References
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Linear Algebra teaching in engineering
degrees

Marta Pena

Dpt. of Mathematics, Universitat Politécnica de Catalunya, Spain
E-mail: marta.penya@upc.edu

Abstract

There has always been a great concern about the teaching of mathematics
in engineering degrees. This concern has increased because students have less
interest in these studies, which is mainly due to the low motivation of the
students towards mathematics, and which is derived in most cases from the lack
of awareness of undergraduate students about the importance of mathematics
for their career.

The aim of this work is that students achieve a greater engagement in first
academic courses of engineering degrees, through the implementation of real
and technological applications in the teaching and learning of Linear Algebra
concepts.
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“Give an example of ...”

Rachel Quinlan?
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E-mail: rachel.quinlan@universityofgalway.ie

Abstract

Students of linear algebra at the University of Galway were presented with a
weekly task of the form Give an example of - a matrix or linear transformation
with some specified property, or a matrix model of their own design, or an
object that meets or narrowly misses the criteria of some definition. This talk
will share some responses, that reveal insightful or creative thinking on the part
of the authors, or reveal possible unintended consequences of certain teaching
approaches.

We will argue that (some) tasks of this nature can engage students in au-
thentic and creative mathematical practice, and present opportunities to develop
and exercise a sense of personal agency.
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Virtual reality for the teaching of linear geometry

José L. Rodriguez!

I Department of Mathematics, University of Almeria, Spain
E-mail: jlrodri@ual.es

Abstract

We present some innovative activities carried out in Neotrie VR software
[1] with students of the first year of mathematics at the University of Alme-
ria ([2], [3]). These include the relative position of three planes, the use of a
graphing calculator to represent parametric equations of planes, the creation of
editable points, lines and planes in space, with parallelism and perpendicularity
constraints, or the visualization of affine transformations in space.

Acknowledgements: Work partially supported by the Ministry of Science
and Innovation grant PID2020-117971GB-C22 and FEDER-Junta de Andalucia
grant UAL2020-SEJ-B2086.
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The structure and nature of linear
algebra

Sepideh Stewart!, Judi McDonald?, Guershon Harel®
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Abstract

In this talk, we will examine the structure of linear algebra proofs and their
nature. We will identify some proof techniques relying on the absence of a prop-
erty. We will also explore the existing structure that connects and condenses
powerful ideas. In particular, we show the visual power of matrices and their role
in building, capturing, and condensing abstract ideas. We will conclude with
some instructional insights from our experiences teaching proof-based second
courses in linear algebra.
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The Challenges of Teaching
Elementary Linear Algebra in
a Modern Matrix Based Way

Frank Uhlig

Department of Mathematics and Statistics,
Auburn University, Auburn, AL 36849-5310, USA
uhligfd@auburn.edu

Abstract

We assess the situation of our elementary Linear Algebra classes in the
US holistically and through personal history recollections. Possible reme-
dies for our elementary Linear Algebra’s teaching problems are discussed
and a change from abstract algebraic taught classes to a concrete matrix
based first course is considered. The challenges of such modernization
attempts for this course are laid out in light of our increased after-Covid
use of e-books and e-primers.

We specifically address the useless and needless, but ubiquitous use of
determinants, characteristic polynomials and polynomial root finding
methods that are propagated in our elementary text books and are used
in the majority of our elementary Linear Algebra classes for the matrix
eigenvalue problem but that have no practical use whatsoever and offer
no solution for finding matrix eigenvalues.

This paper challenges all mathematicians as we have misinformed and
miseducated our students badly for decades in elementary Linear Alge-
bra now and urges a switch to a new, fully matrix theoretical approach
that covers all classical subjects in a practical and computable way.
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Spectra of normal Cayley graphs

Arnbjorg Soffia Arnadéttirt

L' DTU Compute, Technical University of Denmark, Denmark
E-mail: sofar@dtu.dk

Abstract

A normal Cayley graph for a group G is a Cayley graph whose connection
set is a union of conjugacy classes of G. Such a graph lies in an association
scheme and its spectrum can be calculated using the irreducible characters of
G. In this talk, we will explore these connections between groups, association
schemes and character theory.

Acknowledgements: Work supported by Independent Research Fund Den-
mark, 8021-00249B AlgoGraph
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NEPS of Complex Unit Gain Graphs

Francesco Belardo', Maurizio Brunetti!, Suliman Khan?
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E-mails: fbelardo@unina.it, mbrunett@unina.it
2 Department of Mathematics and Physics, University of Campania Luigi Vanvitelli
E-mail: suliman.khan@unicampania.it

Abstract

A complex unit gain graph, or T-gain graph, is a gain graph whose gains
belong to the multiplicative group of complex units. Generalizing a classical
construction for simple graphs due to Cvektovi¢ [1], and its extension to signed
graphs due to Germina et al. [2], we give a suitably defined non-complete
extended p-sums (NEPS, for short) of T-gain graphs. Structural properties of
NEPS like balance and some spectral properties and invariants of their adjacency
and Laplacian matrices are considered, including the energy and the symmetry
of the adjacency spectrum.

Acknowledgements: The authors are are grateful to GNSAGA of InDAM for
the support provided.
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Clique complexes of strongly regular
graphs and their eigenvalues

Sebastian M. Cioabal, Krystal Guo?, Chunxu Ji*, and Mutasim
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Abstract

It is well known that non-isomorphic strongly regular graphs with the same
parameters must be cospectral (have the same eigenvalues). We investigate
whether the spectra of higher order Laplacians associated with these graphs
can distinguish them. In this paper, we study the clique complexes of strongly
regular graphs, and determine the spectra of the triangle complexes of Hamming
graphs, Triangular graphs and several other strongly regular graphs. In many
cases, the spectrum of the triangle complex distinguishes between strongly reg-
ular graphs with the same parameters, but we find some examples where that
is not the case.

Acknowledgements: This research has been partially supported by NSF
grants DMS-1600768 and CIF-1815922 and a and a JSPS Invitational Fellowship
for Research in Japan S19016.
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Probing the Structure of Graph Nullspaces with Zero Loci
Joshua Cooper, Grant Fickes
Department of Mathematics, University of South Carolina, Columbia, SC USA

cooper@math.sc.edu,

The adjacency nullity of graphs and hypergraphs is something of a mystery, though some results
are known for narrow classes of graphs such as trees. There is, however, rich structure in their
nullspaces (and, for hypergraphs, their nullvarieties), visible by partitioning nullvectors according
to their zero loci: vertex sets which are indices of their zero coordinates. This set system is the
lattice of flats of a “kernel matroid”, a subsystem of which are the “stalled” sets closed under skew
zero forcing (SZF), a graph percolation/infection model known to have connections with rank and
nullity. These set systems have interesting descriptions in terms of matchings, vertex covers, and
edges’ influence on rank — especially for trees. For a wide variety of graphs, the lattice of SZF-
closed sets is also a matroid, a fact which can be used to obtain a polynomial-time algorithm for
computing the skew zero forcing number. This contrasts with the general case, where we show that
the corresponding decision problem is NP-hard. We also define skew zero forcing for hypergraphs,
and show that, for linear hypertrees, the poset of SZF-closed sets is dual to the lattice of ideals
of the hypergraph’s nullvariety; while, for complete hypergraphs, the SZF-closed sets and the zero
loci of nullvectors are more loosely related.
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On Sidorenko’s conjecture for
determinants and Gaussian Markov
random fields

Péter Csikvari', Baldzs Szegedy?

L Alfréd Rényi Institute of Mathematics, Hungary E-mail: peter.csikvari@gmail.com 2

Alfréd Rényi Institute of Mathematics, Hungary E-mail: szegedyb@gmail.com

Abstract

We study a class of determinant inequalities that are closely related to
Sidorenko’s famous conjecture (also conjectured by Erdés and Simonovits in a
different form). Our main result can also be interpreted as an entropy inequality
for Gaussian Markov random fields (GMRF). We call a GMRF on a finite graph
GG homogeneous if the marginal distributions on the edges are all identical. We
show that if G is bipartite, then the differential entropy of any homogeneous
GMRF on G is at least |E(G)| times the edge entropy plus |[V(G)|?2|E(G)]
times the point entropy. We also show that in the case of non-negative cor-
relation on edges, the result holds for an arbitrary graph G. The connection
between Sidorenkos conjecture and GMRF’s is established via a large deviation
principle on high dimensional spheres combined with graph limit theory. It is
also observed that the system we study exhibits a phase transition on large
girth regular graphs. Connection with Thara zeta function and the number of
spanning trees is also discussed.
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On the spectra and algebraic
connectivity of token graphs of a cycle
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Abstract

The k-token graph Fy(G) of a graph G is the graph whose vertices are the
k-subsets of vertices from G, two of which being adjacent whenever their sym-
metric difference is a pair of adjacent vertices in G. Recently, it was conjectured
that the algebraic connectivity (or second Laplacian eigenvalue) of Fj(G) equals
the algebraic connectivity of GG. In this paper, we first give results that relate
the algebraic connectivities of a token graph and the same graph after removing
a vertex. When applied to 2-tokens graphs, these results allow us to prove the
conjecture for three infinite families: the odd graphs O, for all r, the multipar-
tite complete graphs Ky, n,.... n, for all ny,ng,...,n,, and the cycle graphs C,,.
In the case of cycles, we present a new method that allows us to compute the
whole spectrum of F5(C},). As a consequence, we prove that the conjecture also
holds for uniclyclic graphs.

Acknowledgements: This research has been supported by AGAUR under
project 2021SGR00434 and MICINN under project PID2020-115442RB-100.
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On classes of diminimal trees

Carlos Hoppen'
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Abstract

As usual, a tree is an acyclic and connected graph, and its diameter is the
maximum number of edges on a path connecting two of its vertices. A tree
T with vertex set [n] = {1,...,n} and diameter d € {0,...,n — 1} is said to
be diameter-minimal (or diminimal) if there exists a real symmetric matrix
M = (m;;) € R™ ™ such that:

(i) For all i # j, m,; # 0 if and only if {¢,j} is an edge of 7.
(ii) The spectrum of M contains exactly d + 1 distinct eigenvalues.

A tree T satisfying (i) is said to be the underlying graph of M, and we let S(T)
denote the set of symmetric matrices with underlying tree 7.

The definition of diminimal tree was motivated by a result of Leal-Duarte and
Johnson [6], which states that, for any symmetric matrix M whose underlying
graph is a tree T' of diameter d, the number p(M) of distinct eigenvalues of M
is at least d + 1. This implies that

q(T) :=min{u(M): M € S(T)} > d+ 1. (1)

The authors of [6] asked whether the inequality in (1) was actually an equation.
As it turns out, in general, the answer is no, and there exist trees T, of any
given diameter d > 6 for which ¢(7y) > d + 1. Examples of this behavior may
be found in [2, 4, 5], for instance. Note that the trees for which (1) holds with
equality are precisely the diminimal trees defined above. A matrix M € S(T)
such that q(T) = (M) is called a minimal matriz associated with T'.

In this talk, I shall survey recent results about diminimal trees. The em-
phasis will be on recent results in collaboration with Allem, Braga, Oliveira,
Sibemberg and Trevisan [1], which describe infinite families of diminimal trees.
More precisely, we start with a decomposition by Johnson and Saiago [4], by
which each tree T' of diameter d is associated with one of a finite set C4 of ‘irre-
ducible’ trees, known as seeds, with the property that T' can be generated from
the corresponding seed by a sequence of diameter-preserving operations known
as branch duplications. For every d > 6, we then identify two seeds of diameter
d (if d is even) and three seeds of diameter d (if d is odd) with the property that
any tree generated from them by a sequence of branch duplications is dimini-
mal. This result is proved by induction. Interestingly, the induction hypothesis
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is much stronger. For instance, minimal matrices associated with different trees
in the family may be chosen with the same set of eigenvalues. Moreover, it is
possible to perturb some values in this set in a way that there exist minimal
matrices with the new set of perturbed eigenvalues. One of the main technical
tools is an eigenvalue location algorithm by Jacobs and Trevisan [3].

Acknowledgements: Work partially supported by Coordenacao de Aper-
feicoamento de Pessoal de Nivel Superior (Proj. MathAmsud 88881.694479 /2022-
01), Fundacao de Amparo a Pesquisa do Estado do Rio Grande do Sul (Proj.
19/2551-0001727-8) and Conselho Nacional de Desenvolvimento Cientifico e Tec-
nolégico (Proj. 315132/2021-3).
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Spectra of Trees

Thomas Jung Spier
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Abstract

In this talk, we explore some recent results about the spectrum of trees. We
show applications for the study of strong cospectrality [1, 4, 5, 6], perfect state
transfer [2, 5, 6] and integral trees [3, 5, 6].

This is joint work with Emanuel Juliano and Gabriel Coutinho.

Acknowledgements: Author acknowledges the funding from FAPEMIG that
supported this research.
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Abstract

Inside the class of chordal graphs, there are two subclasses called k-trees and
k-paths that have maximal cliques and minimal vertex separators with constant
sizes (k 4+ 1 and k, respectively). A k-tree can be defined recursively as follows:
a complete graph on k vertices is a k-tree, and a k-tree on n + 1 vertices can
be determined by adding to a k-tree on n vertices a new vertex adjacent to k
mutually adjacent vertices [2]. A k-path is a k-tree with only 2 simplicial vertices
[9]. By definition, we conclude that 2-trees and 2-paths do not contain subgraph
homeomorphic to K5 and K3 3, so they are planar graphs [6]. Moreover, 2-paths
not contain subgraph homeomorphic to K4 and K5 3 and its number of edges is
2n — 3, consequently they are maximal outerplanar graphs [7],[4].

Spectral properties of planar and outerplanar graphs have been studied as
we can see in [1],[8],[10],[11],[12]. Cvetkovié¢ et al., [5], and Boots et al., [3],
conjectured which planar and outerplanar graphs have the maximum spectral
radius. Tait, M. and Tobin, J., [10], proved these conjectures for n large enough.
In 2021, Lin e Ning, [8], show the conjecture for outerplanar is true for all
n > 2 except for n = 6. Yu et al., [11], present upper bounds for the signless
Laplacian spectral radius of planar graphs, outerplanar graphs and Halin graphs
in terms of order and maximum degree. Moreover, presents extremal graphs for
the signless Laplacian spectral radius for a special type of outerplanar graph,
without inner triangles, which are 2-path graphs. Yu et al., [12], analyzed some
extremal results for the spectral radius of A,— matrix (or a — index). Besides,
proved that the only outerplanar graph with maximum « — index is K1V P,, 1.
Barriere et al., [1], analyzed the asymptotic behavior for the maximum value
of the second smallest eigenvalue of the Laplacian matrix, that is, algebraic
connectivity, of planar bipartite and outerplanar graphs with a fixed number of
vertices.

In this paper, we present some results for the maximum value of algebraic
connectivity of maximal outerplanar and 2-path graphs when the number of
vertices is fixed.
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Abstract

Spectral hypergraph theory mainly concerns using hypergraph spectra to
obtain structural information about the given hypergraph. This field has at-
tracted a lot of attention over the last years. The spectrum of a hypergraph
can be defined in different ways. In this talk, we will focus on the spectrum
of two well-known hypergraph representations: adjacency tensors and integer
matrices with entries defined by the number of edges that two vertices share.
Two hypergraphs are cospectral if they share the same spectrum with respect
to a certain representation. By studying cospectral hypergraphs, we aim to
understand which hypergraph properties cannot be deduced from their spec-
tra. In this talk, we will show new methods for constructing cospectral uniform
hypergraphs.
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Abstract

The Nonnegative Inverse Eigenvalue Problem (NIEP) is the problem of char-
acterizing all possible spectra of entrywise nonnegative matrices, or equivalently,
all possible spectra of weighted digraphs. Note that a nonnegative matrix can
be seen as the adjacency matrix of a weighted digraph. In this talk we make a
brief overwiew of what is known about the problem and its variations. Finally,
we discuss when zero is an eiegenvalue of the weighted digraphs whose adjacency
matrix is weakly diagonally dominant, showing the connection of this with the
parity of the greatest common divisor of the cycle lengths of the digraph.
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Abstract

Introduced by Zhan [2], a vertex-face walk is a type of discrete-time quantum
walk on the arcs of an orientable map (i.e. a cellularly embedded graph on an
orientable surface). The unitary transition matrix for the walk is the product
of two reflections corresponding to the incidence relations between the arcs
and the vertices and faces of the map. If the initial state of the walk is a
uniform superposition of the arcs incident to some vertex u, and if after some
number of steps in the walk, the state is a superposition of arcs incident to
some other vertex v, we say that there is perfect state transfer (PST) from u
to v. The walk is periodic at u if v = u. We give families of examples of maps
that exhibit perfect state transfer and periodicity. We also show that, under
some projection, the evolution of any two-reflection discrete-time quantum walk
satisfies a Chebyshev recurrence.
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Abstract

Can we characterize a graph by its spectrum? In 2003, van Dam and
Haemers conjectured that the answer is positive for almost all graphs [1]. This
conjecture, which plays a special role in the graph isomorphism problem, has
only been solved for some specific families of graphs. In this talk, we use a
switching method to prove that the answer is negative for some graph classes
in the Johnson and Grassman schemes.
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Abstract

A biindependent pair in a bipartite graph G = (V4 U V3, E) is a pair (A, B),
where A C V7, B C V5 and the union AUB is independent in G. The parameters

g(G) and h(G) are defined, respectively, as the maximum product |A| - |B|
Al-|B
||A||+||B| |
parameters are NP-hard to compute and have applications for bounding the
maximum product-free sets in groups and for bounding the nonnegative rank of
a matrix. In this talk we define semidefinite programming bounds for ¢(G) and
h(G) and show that they they can be seen as quadratic variations of the Lovasz
Y-number ¥(G). In addition, we formulate a closed-form eigenvalue bounds,

which coincide with the semidefinite bounds for edge-transitive graphs.

and the maximum ratio

taken over biindependent sets in . These
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Abstract

The famous Hermite-Biehler Theorem [1, 2| states that a real polynomial
f(z) = p(2?) + 2q(2?) is Hurwitz stable (all of the roots of f lie in the open left
half-plane) if and only if the leading coefficients of p and ¢ have the same sign
and all the roots of p(—x?) and zq(—x?) are real and interlace. More generally,
the number and relative positions of the nonnegative roots of p(—z) and ¢(—=x)
determine the number of roots of f which lie in the left (or right) half-plane.

The Nonnegative Inverse Eigenvalue Problem (NIEP) asks for a character-
isation of those lists of complex numbers which are realisable as the spectrum
of some (entrywise) nonnegative matrix. An important special case arises when
the Perron eigenvalue is the only root of the characteristic polynomial f in the
right half-plane, and, in this special case, a complete characterisation was given
by Laffey and Smigoc [3] which employed a rather long and technical argument.

By examining the relationship between the roots of f and those of p and
q from a simple algorithmic perspective, we give a new—and perhaps more
elegant—proof of the Laffey-Smigoc characterisation which provides a deeper
insight into the result.
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Abstract

We denote by J(a, b) the real symmetric Jacobi matrix with main diagonal
a = (ay,...,a,) and secondary diagonals b = (by,...,b,_1), where b > 0. Our
aims are to characterize the spectra of nonnegative irreducible symmetric Jacobi
matrices of size n < 6 and also to obtain all realizations by Jacobi matrices of
this type. Our work is strongly based on the characterizations given by S.
Friedland and A.A. Melkman in their celebrated 1979 paper.
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Abstract

Karpelevi¢ [1] described ©,,, the region in the complex plane consisting of
all eigenvalues of all stochastic matrices of order n. The boundary of ©,, is a
disjoint union of arcs, known as the Karpelevi¢ arcs. Johnson and Paparella [2]
considered the question of constructing stochastic matrices realising the bound-
ary of the Karpelevié region. Kirkland and Smigoc [3] characterized the sparsest
realising matrices for the Karpelevic¢ arcs of order n.

We study the powers of the sparsest realising matrices characterised in [3].
In particular, we find the necessary and sufficient conditions that a sparsest
realising matrix associated with the Karpelevi¢ arc of order n has to satisfy in
order to be a power of another stochastic matrix. We present our results in
terms of the digraphs associated with these sparsest realising matrices.
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Abstract

Let n be an arbitrary positive integer. We consider polynomials preserving
the set of n x n nonnegative (elementwise) matrices. Let

Pn={p € Clz] : p(A) >0 for all A>0,4cR""}.

Loewy and London [4] defined P,,, motivated by its connection to the well
known Nonnegative Inverse Eigenvalue Problem (NIEP). Indeed, if a list A =
(A1, A2, ..., Ay) of complex numbers is the spectrum of an n X n nonnegative
matrix A, then the list p(A) := (p(A1),p(A2),...,p(A\,)) is the spectrum of the
nonnegative matrix p(A), provided p € P,. But the investigation of P, is of
independent interest.

The following are clear:(i) If p € P,, then all its coefficients are real. (ii) If
all coefficients of p are nonnegative then p € P,,. (iii) P,+1 € P,. Clark and
Paparella [1, 2] conjectured that P, 11 C Py, and proved it for n = 1,2. Loewy
[3] proved this conjecture by showing that there exists a = a(n) > 0 such that
l+z+a?+--+a2" !t —ax” + 2" + .- +2*" is in P, but not in Pp4q. It
turns out in the proof that a(n) — 0 as n — oo, and it is desirable to find a > 0
that is independent of n. In this talk we show such a exists.

To restrict ourselves to finite dimensional spaces, let m be a positive integer
and define P, ,,, = {p € P, : degree(p) < m}. Then, P, ., can be considered
as a closed, convex cone in R™*!. It is known that a polynomial p € Py, 2n can
have only one negative coefficient, namely that of x™. We discuss the possible
number of negative coefficients of p € P, ,, for m > 2n.

Finally, it is of interest to know whether P,, ,,, is a polyhedral cone. We show
that P ,,, is nonpolyhedral for every m > 4.
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Abstract

The Nonnegative Inverse Figenvalue Problem (NIEP) consists of the char-
acterization of the lists of complex numbers that are spectra of nonnegative
matrices. We say that a list A = {\1,..., \,} is realizable if it is the spectrum
of a nonnegative matrix. We say that the realizable list A is universally realizable
if, for every possible Jordan canonical form allowed by A, there is a nonnegative
matrix with spectrum A. The Universal Realizability Problem (URP) consists
of the characterization of the lists that are universally realizable.

In terms of n, the NIEP is completely solved only for n < 4, and for n = 5
with trace zero. It is clear that for n < 3 the concepts of universally realizable
and realizable are equivalent. The URP is also solved for n < 4 and for n =5
with trace zero in the real case, and the solutions are different to the NIEP. In
this talk we study the universal realizability of nonreal spectra of size 5 with
trace zero on the border of realizability. We use techniques from Graph Theory
and Linear Algebra.
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Abstract

The Real (respectively, Symmetric) Nonnegative Inverse Eigenvalue Problem
(RNIEP - respectively, SNIEP) deals with characterizing the possible real spec-
tra of entrywise nonnegative (respectively, symmetric nonnegative) matrices.
Any list of real numbers which is the spectrum of an entrywise nonnegative (re-
spectively, symmetric nonnegative) matrix is said to be realizable (respectively,
symmetrically realizable).

Among all realizable lists a subclass has been identified as those ‘realizable
by compensation’ (in short, C-realizable), which was shown in [1] to include
most of the subclasses associated with sufficient realizability conditions known
so far in the RNIEP. Later on, it was proved in [2] that any C-realizable list is
in particular symmetrically realizable.

In this talk we present a combinatorial characterization of C-realizable lists,
first for the special case of zero-sum lists [3], and then for arbitrary ones. One of
the consequences of this characterization is that the set of zero-sum C-realizable
lists is the union of polyhedral cones whose faces are described by equations
involving only linear combinations with coefficients 1 and —1 of the entries in
the list. Lists with positive sum are C-realizable if and only if there exists a
shifted version with zero sum satisfying the aforementioned conditions.
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Abstract

A list A = {A1,A2,..., A\, } of complex numbers is said to be realizable if it is
the spectrum of a nonnegative matrix. A is said to be wuniversally realizable
(UR) if it is realizable for each possible Jordan canonical form allowed by A.
In this paper, using companion matrices and applying a procedure by Smigoc,
is provided a sufficient condition for the universal realizability of left half-plane
spectra, that is, A = {A1,..., Ay} with Ay > 0, ReX\; < 0,47 =2,...,n. It is
also shown how the effect of adding a negative real number to a not UR left
half-plane list of complex numbers, makes the new list YR, and a family of left
half-plane lists that are 4R is characterized.

Acknowledgements: Work (partially) supported by Universidad Catélica del
Norte-VRIDT 036-2020, NUCLEO 6 UCN VRIDT-083-2020, Chile.
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Abstract

Green’s function has been a powerful tool for solving differential equations or
partial differential equations with boundary conditions since the work of George
Green. Green’s function is the resolvent kernel for problems raised in terms of
the Laplace operator. In the discrete setting; i.e., when considering networks,
kernels can be seem as matrices and hence the Green’s function is nothing more
than the group inverse (singular case) or the inverse (nonsingular case) of the
Laplacian matrix. Hence, it is crucial to know both properties and expressions
for Green’s functions in order to understand the properties fulfilled by solution
of the raised problems. For instance, in the setting of networks Green’s functions
appear in relation with discrete vector calculus, random walks, machine learning,
pagerank problems, and so on. We will review some of the main properties and
goodness of Green’s functions.

Acknowledgements: This work has been partly supported by the Spanish
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122501NB-100 and by the Universitat Politecnica de Catalunya under funds
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Abstract

Capacity is an important concept in potential theory and electrical engi-
neering. It is a non-additive generalization of a measure and captures both the
“size” of a set and its “shape”.

The definition of capacity can be generalized to a graph G = (V, /) based on the
Dirichlet form E(f) := > p[f(u) — f(v)]? where the sum runs over all adjacent
vertices {u, v} € E in the graph and f : V' — R is a function on the vertices. The
capacity cap(A, B) between two disjoint non-empty sets A, B C V is defined as

cap(A, B) :=min{E(f) : f(A) =0, f(B) =1}.

Song et al. [1] studied the reciprocal of cap(A, B) as a generalization of the
effective resistance and showed, for instance, how to calculate the capacity using
Kron reduction or based on the Moore—Penrose pseudoinverse Laplacian of a
modified graph — this follows because £(f) is the quadratic form determined
by the graph Laplacian.

A first new result discussed in this talk is the following:

Theorem 1 (Capacity is submodular)
cap(T, AUB) < cap(T, A)+cap(T,B) —cap(T,ANB) for all A, B C V\T. (1)

For a fixed set 7', the function cap(7),-) is a function on subsets of V\7T', and
inequality (1) says that this set function is submodular. Submodularity is a
strong property with many applications, for instance related to optimization
and multi-criteria decision making [2, 3].

A second new result relates capacity to the following result of Fiedler [4]: the
vertices of a graph G can be embedded ¢ : V — RIVI=1 such that cap(a,b) =
1/]e(a) — @(b)||? for all vertices a,b € V, and the resulting points (V) are the
vertices of a simplex.

Theorem 2 (Capacity is inverse distance) The capacity between two sets
A, B is the inverse squared distance between the faces with vertices p(A), p(B):

1
d?*(p(A), o(B))’

where d(p(A), (B)) is the Euclidean distance between the affine subspaces gen-
erated by the points p(A), p(B).

cap(A, B) =
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Abstract

Diffusion is an ubiquitous phenomenon present in many physical, biological
and social systems. However, in the last decades, researchers have discovered
many examples of so-called anomalous diffusion, arising because of the presence
of long range interactions or memory effects. Anomalous diffusion is character-
ized by the presence of power laws in the time evolution of full-width at half-
maximum and and the maximum probability (P4, o t~7), such that v < 0.5
can be identified with subdiffusive systems and v > 0.5 with superdiffusive ones.

Several tools have been derived to analyze anomalous diffusion, many of
them based on continuous time random walks (CTRW) and fractional diffu-
sion equations [1]. However, most of these approaches neglected the networked
structure of many of these systems. To overcome this limitation of previous
models, we present here, based on the results published in [2], a generalized dif-
fusion equation for networks, using Caputo time-fractional derivatives to model
memory effects and d-path Laplacian operators [3] to model long-range inter-
actions. We analytically proved that the solution of this equation is able to
recreate diffusive, subdiffusive and superdiffusive scenarios, and found the pa-
rameter regimes where the different types of anomalous diffusion appear. We
also performed computational simulations that confirm the presence of super-,
sub- and diffusive regimes. Finally, we tested the practical applicability of our

generalized diffusion equation by modelling the movement of proteins through
a DNA chain.
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Abstract

In the classical potential theory on the Euclidean space and in the potential
theory of transient Markov chains a unique decomposition of superharmonic
functions into a harmonic and a potential part is well-known. In this talk
the basic concepts and ideas to gain such a decomposition for non-negative
Schrodinger operators on weighted infinite graphs will be shown. The talk is
based on joint work with Matthias Keller, see [1].
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Abstract

Combinatorial expressions of the inverse of the adjacency matrix non-singular
unicyclic graph were given in [1]. In this work, we extend those results to edge-
weighted unicyclic graphs.

Based in the characterization of non-singular unicyclic graphs was given by
Guo, Yan and Yeh, see [2], we give three families of edge-weighted unicyclic
graphs, called Class WI, Class WIla and Class WIIb, and find a combinato-
rial formula for the inverse of adjacency matrix in each family. The inverse
of an edge-weighted non-singular unicyclic graph U is the sum of the matrix
W Invi(U) and, if necessary, a correction matrix, Wilnvy(U) or Winvs(U), de-
pending on the class to which the underlying unicyclic graph of U belongs. We
show that an edge-weighted unicyclic graph of Class WIIb can be singular.

We prove that the minimum rank of the family of zero-diagonal matrices of
order n, whose underlying graph is a non-singular unicyclic graph, is n if its
underlying graph is of Class I or Ila, and is n — 2 if its underlying graph is of
Class IIb. We prove that the singularity of a matrix whose underlying graph is
of Class IIb is forest stable and cyclic unstable.
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Abstract

In this manuscript we show the central role of the group inverse of the Lapla-
cian in the study of random walks on networks. Moreover, we take advantage
of the relation of group inverse and equilibrium measures and we obtain ex-
pressions for the mean first passage time and for Kemeny’s constant in terms of
equilibrium measures. For networks with symmetries we can obtain the analytic
expression of the above parameters such as distance bi-regular graphs or barbell
networks.
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